1 Motivation

What is length? Intuitively, you might want to line up a ruler (or an interval on the real line) against an object to measure “length.” This suggests that we could define length based on intervals on the real line; ignoring units, you can say that the length of the interval $[a,b]$ is $b - a$. We could fairly intuitively extend this idea to
finite unions and intersections of intervals; just add the lengths of disjoint intervals. But what about other subsets of \( \mathbb{R} \)? Can we extend the idea of length to \( \mathbb{Z} \), \( \mathbb{Q} \), or complicated fractal-like subsets of \( \mathbb{R} \)?

What about area? This might seem even harder to define. More generally, it is a common desire to want to assign a number or a value to a set. We want to assign area or volume to subsets of \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \). Maybe we have a distribution of mass in \( \mathbb{R}^3 \), and we want to be able to see how much mass is in any kind of set, even a fractal-like set (maybe this brings to mind an idea of integration). Or maybe we have a set of outcomes of some situation, and we want to define probabilities of subsets of these outcomes.

At the most basic level, measure theory is the theory of assigning a number, via a “measure,” to subsets of some given set. Measure theory is the basic language of many disciplines, including analysis and probability. Measure theory also leads to a more powerful theory of integration than Riemann integration, and formalizes many intuitions about calculus.

2 Limitations of the theory

Before actually constructing measures, we must first devote some discussion to a fundamental limitation of the theory. In particular, it is not always possible to measure all subsets of a given set. We illustrate this with an example:

Example 2.1 (Vitali set). Let’s assume we can measure all subsets of \( \mathbb{R} \), with some function \( \mu : \mathcal{P}(\mathbb{R}) \to [0, \infty] \) that takes subsets of \( \mathbb{R} \) and assigns them a “length.” In particular, let’s assume that \( \mu \) has the following properties:

1. \( \mu([0,1]) = 1 \).
2. If sets \( A_i \) are mutually disjoint, \( \mu(\bigcup_i A_i) = \sum_i \mu(A_i) \).
3. For all \( x \in \mathbb{R} \), \( \mu(A) = \mu(A + x) \), where \( A + x := \{a + x : a \in A\} \) (invariance under translation).

Define an equivalence relation on \([0,1]\) as follows: \( x \sim y \iff x = y + q \) for some \( q \in \mathbb{Q} \). This partitions \([0,1]\) into equivalence classes of numbers that are closed under addition by rational numbers. Let \( N \) be a set containing exactly one member
from each member of each equivalence class.\textsuperscript{1} For $q \in \mathbb{Q} \cap [0, 1)$, let

$$N_q := \{x + q : x \in N \cap [0, 1 - q)\} \cup \{x + q - 1 : x \in N \cap [1 - q, 1)\}.$$  

That is, we translate $N$ over by $q$ to the right by at most 1, and we take the part that sticks out of $[0, 1)$ and shift it left by 1; you can also think of it as the translated set wrapping around the interval $[0, 1)$, much like how movement works in a video game where moving past the right edge of the screen makes you enter from the left edge of the screen (e.g. PAC-MAN). This is just two translations, so $\mu(N_q) = \mu(N)$. You should note that

1. $N_q \subseteq [0, 1)$ for all $q$.

2. $N_p \cap N_q = \emptyset$ if $p \neq q$: If $x \in N_p \cap N_q$, then $x - p$ (or $x - p + 1$) would equal $x - q$ (or $x - q + 1$), making two distinct elements of $N$ differ by a rational number. This is impossible because then these two elements would be in the same equivalence class, so only one of them could be in $N$.

3. Each $x \in [0, 1)$ is contained in some $N_q$: Given $x \in [0, 1)$, let $y \in N$ be such that $x \sim y$. Then $x - y = q$ (or $q - 1$) for some $q \in [0, 1)$, making $x \in N_y$.

So the $N_q$ with $q \in \mathbb{Q} \cap [0, 1)$ form a partition of $[0, 1)$. We have already run into a problem: what is $\mu(N)$? Observe that

$$\mu([0, 1)) = \mu\left(\bigcup_{q \in \mathbb{Q} \cap [0, 1)} N_q\right) = \sum_{q \in \mathbb{Q} \cap [0, 1)} \mu(N_q) = \sum_{q \in \mathbb{Q} \cap [0, 1)} \mu(N).$$

If $\mu(N) = 0$, then $\mu([0, 1)) = 0$. But if $\mu(N) = c > 0$, then $\mu([0, 1)) = \infty$. So there is no value $\mu$ can assign $N$. We call $N$ a \textbf{nonmeasurable} set.

Our assumptions in the preceding example were reasonable properties of any formalization of the concept of length. The fault here lies with our assertion that $\mu$ can measure any subset of $\mathbb{R}$. The next step, then, is to figure out what subsets of a set we \textit{can} measure.

\textsuperscript{1}This requires the axiom of choice, which is standard to accept in most fields of mathematics. If we reject the axiom of choice, all subsets of $\mathbb{R}$ can become measurable, but only because fewer things can be called “sets.”
3 σ-algebras

3.1 Definition and examples

Definition 3.1. Let let $X$ be any set. A $\sigma$-algebra (or $\sigma$-field)\footnote{These are not to be confused with algebras and fields from abstract algebra. In my experience, analysts use the term $\sigma$-algebra, and probabilists use $\sigma$-field.} $\mathcal{F} \subseteq \mathcal{P}(X)$ is a collection of subsets of $X$ such that

1. $\mathcal{F} \neq \emptyset$.
2. If $E \in \mathcal{F}$, then $E^c \in \mathcal{F}$.
3. If $E_1, E_2, \ldots \in \mathcal{F}$, then $\bigcup_{i=1}^{\infty} E_i \in \mathcal{F}$.

In other words, a $\sigma$-algebra is a nonempty collection that is closed under set complements and countable unions. The definition also implies closure under countable intersections because $\bigcap_{n=1}^{\infty} E_n = (\bigcup_{n=1}^{\infty} E_n^c)^c$.

Example 3.1. Let $X$ be any set. Then $\mathcal{P}(X)$ is a $\sigma$-algebra.

Remark 3.1. You might wonder what the whole point of defining $\sigma$-algebras was, since $\mathcal{P}(X)$ is a $\sigma$-algebra. Indeed, using $\mathcal{P}(\mathbb{R})$ as a $\sigma$-algebra for our “length” measure would be no different from if we had not introduced $\sigma$-algebras at all. The key point to realize here is that some measures with desired properties (such as translation invariance) will be defined on smaller $\sigma$-algebras, while other measures may be defined on larger $\sigma$-algebras, even $\mathcal{P}(X)$.

Example 3.2. Let $X$ be any set. The collection $\mathcal{F} = \{\emptyset, X\}$ is a $\sigma$-algebra.

In fact, this is in some sense the minimal $\sigma$-algebra on a set.

Proposition 3.1. Let $\mathcal{F} \subseteq \mathcal{P}(X)$ be a $\sigma$-algebra. Then $\emptyset, X \in \mathcal{F}.$

Proof. The collection $\mathcal{F}$ is nonempty, so there exists some $E \in \mathcal{F}$. Then $E^c \in \mathcal{F}$, and we get that $X = E \cup E^c \cup \cdots \in \mathcal{F}$. Moreover, $\emptyset = X^c \in \mathcal{F}$. 

So a $\sigma$-algebra is also closed under finite unions, since $\bigcup_{i=1}^{n} E_i = \bigcup_{i=1}^{n} E_i \cup \emptyset \cup \emptyset \cup \cdots$. The same holds for finite intersections. Here is a nontrivial example of a $\sigma$-algebra.

Example 3.3. Let $X$ be an uncountable set. Then the collection

$$\mathcal{F} := \{E \subseteq X : E \text{ is countable or } E^c \text{ is countable}\}$$

is a $\sigma$-algebra.
3.2 Constructing σ-algebras

How do we construct σ-algebras? Often, it is difficult to just define a set that contains what we want. Sometimes, it is useful to create σ-algebras from other σ-algebras or from other collections of sets, such as a topology.

**Proposition 3.2.** Let \( \{ \mathcal{F}_\alpha : \alpha \in A \} \) be a collection of σ-algebras on a set \( X \). Then \( \mathcal{F} = \bigcap_{\alpha \in A} \mathcal{F}_\alpha \) is a σ-algebra.

*Proof.* We check the 3 parts of the definition.

1. Nonemptiness: \( \mathcal{F} \neq \emptyset \) because \( X \in \mathcal{F}_\alpha \) for each \( \alpha \in A \).

2. Closure under complements: If \( E \in \mathcal{F} \), then \( E \in \mathcal{F}_\alpha \) for each \( \alpha \in A \). Every \( \mathcal{F}_\alpha \) is a σ-algebra and is closed under complements, so \( E^c \in \mathcal{F}_\alpha \) for each \( \alpha \in A \). Then \( E^c \in \bigcap_{\alpha \in A} \mathcal{F}_\alpha = \mathcal{F} \).

3. Closure under countable unions: If \( E_i \in \mathcal{F} \) for each \( i \in \mathbb{N} \), then all the \( E_i \in \mathcal{F}_\alpha \) for each \( \alpha \in A \). Every \( \mathcal{F}_\alpha \) is a σ-algebra and is closed under countable unions, so \( \bigcup_{i=1}^{\infty} E_i \in \mathcal{F}_\alpha \) for each \( \alpha \in A \). Then \( \bigcup_{i=1}^{\infty} E_i \in \bigcap_{\alpha \in A} \mathcal{F}_\alpha = \mathcal{F} \).

We now introduce one of the most common ways to construct a σ-algebra. This construction closely mirrors other constructions in mathematics, such as closures of sets in topology and ideals generated by elements in ring theory.

**Definition 3.2.** Let \( \mathcal{E} \) be a collection of subsets of a set \( X \). The **σ-algebra generated by** \( \mathcal{E} \), denoted \( \sigma(\mathcal{E}) \), is the smallest σ-algebra containing \( \mathcal{E} \). That is, \( \sigma(\mathcal{E}) \) is the intersection of all σ-algebras containing \( \mathcal{E} \).

Why is this intersection well defined? There is always one σ-algebra containing \( \mathcal{E} \), namely \( \mathcal{P}(X) \). Now we can introduce possibly the most commonly used σ-algebra.

**Example 3.4.** Let \( X \) be a nonempty set, let \( A \subseteq X \), and let \( \mathcal{E} = \{ A \} \). Then \( \sigma(\mathcal{E}) = \{ \emptyset, A, A^c, X \} \). If you take \( B \subseteq X \) and let \( \mathcal{E}' = \{ A, B \} \), then \( \sigma(\mathcal{E}') \) contains sets such as \( A, B, A^c, A \cup B, A \cap B^c, (A \cup B)^c, \ldots \). Constructing the σ-field generated by a collection of sets creates a large collection of sets to measure.

**Example 3.5.** Let \( X \) be a metric space (or topological space), and let \( \mathcal{T} \) be the collection of open subsets of \( X \). Then the **Borel σ-algebra** is given by \( \mathcal{B}_X = \sigma(\mathcal{T}) \). This σ-algebra contains open sets, closed sets, and more. We most commonly use \( \mathcal{B}_\mathbb{R} \), which we will sometimes denote by \( \mathcal{B} \). When we talk about \( \mathcal{B}_\mathbb{R}^d \), we assume the Euclidean metric.\(^3\)

\(^3\)We can actually use any metric induced by a norm on \( \mathbb{R}^d \), since all norms on a finite-dimensional \( \mathbb{R} \)-valued vector space induce equivalent metrics.

5
Example 3.6. What kinds of sets are in $\mathcal{B} = \mathcal{B}_\mathbb{R}$? By definition, $\mathcal{B}$ contains all open intervals and unions of open intervals. Since closed sets are complements of open sets, $\mathcal{B}$ contains all closed intervals, as well. For any $x \in \mathbb{R}$, $\{x\} \in \mathcal{B}$ because $\{x\} = \bigcap_{n=1}^\infty [x, x + 1/n]$. From this, we get that all countable subsets of $\mathbb{R}$ are in $\mathcal{B}$. In fact, most subsets of $\mathbb{R}$ you would ever care about can be found in $\mathcal{B}$, save for pathological sets we might construct, such as the Vitali set.

Here is an example motivated by probability theory.

Example 3.7. Suppose you are flipping a coin repeatedly. Define the set of outcomes $\Omega = \{H, T\}^\infty := \{H, T\} \times \{H, T\} \times \cdots$. For each $n \geq 1$,

$$\mathcal{F}_n = \{A \times \{H, T\} \times \{H, T\} \times \cdots : A \subseteq \{H, T\}^n\}.$$ 

The collection $\mathcal{F}_n$ is a $\sigma$-field, and contains the events that can be determined after $n$ flips of the coin. Note that $\mathcal{F}_1 \subseteq \mathcal{F}_2 \subseteq \cdots$. We can define $\mathcal{F}_\infty$, the $\sigma$-field of events in the whole random process, as $\sigma(\bigcup_{n=1}^\infty \mathcal{F}_n)$. This is actually larger than $\bigcup_{n=1}^\infty \mathcal{F}_n$, since all events in $\bigcup_{n=1}^\infty \mathcal{F}_n$ are only determined by finitely many coin flips, while events in $\sigma(\bigcup_{n=1}^\infty \mathcal{F}_n)$ can be dependent on the results of infinitely many coin flips.

The previous example illustrates a fact about $\sigma$-algebras that you should be aware of: a union of $\sigma$-algebras need not be a $\sigma$-algebra.

We can also create $\sigma$-algebras on the Cartesian product of sets in a way that “respects” the $\sigma$-algebras on the components.

Definition 3.3. Let $\{X_\alpha\}_{\alpha \in A}$ be a collection of sets with corresponding $\sigma$-algebras $\{\mathcal{M}_\alpha\}_{\alpha \in A}$. The product $\sigma$-algebra $\bigotimes_{\alpha \in A} \mathcal{M}_\alpha$ is the $\sigma$-algebra on $\prod_{\alpha \in A} X_\alpha$ given by

$$\bigotimes_{\alpha \in A} \mathcal{M}_\alpha = \sigma(\{\pi_\alpha^{-1}(E_\alpha) : E_\alpha \in \mathcal{M}_\alpha, \alpha \in A\}),$$

where $\pi_\alpha : \prod_{\alpha \in A} X_\alpha \to X_\alpha$.

This definition is almost identical to the definition of the product topology in point-set topology. We leave the relationship between these two as an exercise.

Exercise 3.1. Let $X$ and $Y$ be separable metric spaces. Show that $\mathcal{B}_{X \times Y} = \mathcal{B}_X \otimes \mathcal{B}_Y$.

---

4We assume that you have a lot of free time, so you flip the coin infinitely many times.
4 Measures

4.1 Definitions and examples

Now that we have introduced \( \sigma \)-fields, we can define measures.

Definition 4.1. Let \( X \) be a measure with a \( \sigma \)-algebra \( \mathcal{F} \). A measure is a function \( \mu : \mathcal{F} \to [0, \infty] \) that satisfies the following properties:

1. \( \mu(\emptyset) = 0 \).
2. If sets \( E_1, E_2, \ldots \) are mutually disjoint, then \( \mu(\bigcup_{i=1}^{\infty} E_i) = \sum_{i=1}^{\infty} \mu(E_i) \).

The second condition is called countable additivity; the same property also holds for only finitely many sets \( E_1, \ldots, E_n \) (finite additivity) because you can just let \( E_i = \emptyset \) for \( i > n \). Note that \( \mu \) can take on the value \( \infty \); measures that do not are called finite measures.

Definition 4.2. A measure \( \mu \) on a set \( X \) is called \( \sigma \)-finite if there exist countably many sets \( E_1, E_2, \ldots \) such that \( \bigcup_{i=1}^{\infty} E_i = X \), and \( \mu(E_i) < \infty \) for each \( i \).

Sometimes it is easiest to prove statements for sets with finite measure. If a measure is \( \sigma \)-finite, we can often extend the proof to the whole space by first breaking it down into countably many finite pieces. It is generally rare to deal with measures that are not \( \sigma \)-finite, as they can be unruly.

Example 4.1. Let \( X \) be any set, equipped with the \( \sigma \)-algebra \( \mathcal{F} = \mathcal{P}(X) \). The function \( \mu(E) = |E| \) that returns the size of the set is a measure called counting measure. Counting measure is \( \sigma \)-finite iff \( X \) is countable.

Example 4.2. Let \( X \) be any nonempty set, equipped with the \( \sigma \)-algebra \( \mathcal{F} = \mathcal{P}(X) \). Fix some \( x \in X \). The function

\[
\mu(E) = \begin{cases} 
1 & x \in E \\
0 & x \notin E
\end{cases}
\]

is a measure called point mass at \( x \).

Example 4.3. Let \( X \) be a countable set equipped with \( \mathcal{F} = \mathcal{P}(X) \), and let \( \mu \) be a measure on \( (X, \mathcal{F}) \). Then for any set \( E \in \mathcal{F} \), \( \mu(E) = \sum_{x \in E} \mu(\{x\}) \).
Example 4.4. Let $\mu$ be a measure on $(X, F)$, and let $E \in F$. Then the function $\mu_E : F \to [0, \infty]$, given by
$$\mu_E(F) := \mu(E \cap F),$$
is a measure on $E$.

Definition 4.3. A probability measure $\mathbb{P}$ on a set $\Omega$, equipped with a $\sigma$-field $F$, is a measure with $\mathbb{P}(\Omega) = 1$.

Example 4.5. Imagine you flip a fair coin once. The set of outcomes is $\Omega = \{H, T\}$, and the $\sigma$-field of events is $F = \mathcal{P}(\Omega)$. Define the function $\mathbb{P} : F \to [0, 1]$ given by (on “rectangles” of events)
$$\mathbb{P}(E) = \begin{cases} 
0 & E = \emptyset \\
1/2 & E = \{H\} \text{ or } \{T\} \\
1 & E = \Omega.
\end{cases}$$
Later, we will learn how to formally extend such a function to a measure on any set in $F$. The function $\mathbb{P}$ is a probability measure that gives the probability of each event occurring.

If we want to flip our coin $n$ times, the set of outcomes is $\Omega_n = \{H, T\}^n$, our $\sigma$-algebra is $F_n = \mathcal{P}(\Omega_n)$, and we can construct the probability measure
$$\mathbb{P}_n(E_1 \times \cdots \times E_n) = \prod_{i=1}^{n} \mathbb{P}(E_i).$$

If we flip the coin infinitely many times, the set of outcomes is $\Omega_\infty = \{H, T\}^\infty$, our $\sigma$-field is $\sigma(\bigcup_{n=1}^{\infty} F_n)$, and we can construct the probability measure
$$\mathbb{P}_\infty(E_1 \times E_2 \times \cdots) = \prod_{i=1}^{\infty} \mathbb{P}(E_i).$$

Here is some terminology.

Definition 4.4. If $X$ is a set, and $F \subseteq \mathcal{P}(X)$ is a $\sigma$-algebra, then the pair $(X, F)$ is called a measurable space. If $\mu : F \to [0, \infty]$ is a measure, then the triple $(X, F, \mu)$ is called a measure space.

In probability theory, measure spaces are denoted by $(\Omega, F, \mathbb{P})$. 
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4.2 Properties of measures

Here are four basic facts about probability measures. The first two properties should form your “common sense” intuition about what measures are. The third and fourth properties are very useful formal properties that allow us to determine the measure of complicated sets; they should also inform your intuition about how measures work.

**Proposition 4.1.** Let \((X, \mathcal{F}, \mu)\) be a measure space. Then

1. **(Monotonicity)** If \(E \subseteq F\), then \(\mu(E) \leq \mu(F)\).
2. **(Subadditivity)** \(\mu(\bigcup_{n=1}^{\infty} E_n) \leq \sum_{n=1}^{\infty} \mu(E_n)\).
3. **(Continuity from below)** If \(E_1 \subseteq E_2 \subseteq \cdots\), then \(\mu(\bigcup_{n=1}^{\infty} E_n) = \lim_{n \to \infty} \mu(E_n)\).
4. **(Continuity from above)** If \(E_1 \supseteq E_2 \supseteq \cdots\), and \(\mu(E_n) < \infty\) for some \(n\), then \(\mu(\bigcap_{n=1}^{\infty} E_n) = \lim_{n \to \infty} \mu(E_n)\).

**Proof.** To prove 1, note that

\[
\mu(E) \leq \mu(E) + \mu(E \setminus F) = \mu(E \cup (F \setminus E)) = \mu(F).
\]

To prove 2, define \(F_1 = E_1\) and \(F_{n+1} = E_{n+1} \setminus \bigcup_{i=1}^{n} E_i\) for each \(n \in \mathbb{N}\); \(F_{n+1}\) is the set of new elements in \(E_{n+1}\) that \(E_1, \ldots, E_n\) did not have. Then \(F_n \subseteq E_n\) for each \(n\), and the \(F_n\) are disjoint. So

\[
\mu\left(\bigcup_{n=1}^{\infty} E_n\right) = \mu\left(\bigcup_{n=1}^{\infty} F_n\right) = \sum_{n=1}^{\infty} \mu(F_n) \leq \sum_{n=1}^{\infty} \mu(E_n),
\]

where we used monotonicity for the last step.

To prove 3, observe that if \(E \subseteq F\), \(\mu(E) + \mu(E \setminus F) = \mu(F)\) implies that \(\mu(F \setminus E) = \mu(F) - \mu(E)\). Then, setting \(E_0 = \emptyset\), we get

\[
\mu\left(\bigcap_{n=1}^{\infty} E_n\right) = \mu\left(\bigcap_{n=1}^{\infty} (E_n \setminus E_{n-1})\right) = \sum_{n=1}^{\infty} \mu(E_n \setminus E_{n-1}) = \lim_{n \to \infty} \sum_{i=1}^{n} \mu(E_n) - \mu(E_{n-1})
\]

\[
= \lim_{n \to \infty} \mu(E_n).
\]

To prove 4, first assume (without loss of generality) that \(\mu(E_1) < \infty\); otherwise, we can throw away the first finitely many \(E_i\) to make \(\mu(E_1) < \infty\). Then

\[
\mu\left(\bigcap_{n=1}^{\infty} E_n\right) = \mu\left(E_1 \setminus \bigcup_{n=2}^{\infty} (E_{n-1} \setminus E_n)\right) = \mu(E_1) - \sum_{n=2}^{\infty} \mu(E_{n-1} \setminus E_n)
\]
\[
= \lim_{n \to \infty} \mu(E_1) - \sum_{i=1}^{n} \mu(E_{n-1}) - \mu(E_n) \\
= \lim_{n \to \infty} \mu(E_n).
\]

If \(\mu\) is a probability measure, property 2 is known as the “union bound.” It says that the probability of at least one out of a collection of events occurring is less than the sum of the probabilities when the events are considered separately.

Why are the continuity properties important? Suppose we had a measure corresponding to “area” in \(\mathbb{R}^2\). If we wanted to find the area of a set \(E\) under a curve (as in integration), we could write \(E = \bigcup_{n=1}^{\infty} E_n\), where \(E_n\) is some increasing sequence of successive approximations to the set \(E\), such as approximations using rectangles. This is the basis for a very powerful theory of measure-theoretic integration.

## 5 Measurable functions and random variables

### 5.1 Measurable functions

How do measurable spaces interact with each other?

**Definition 5.1.** Let \((X, \mathcal{M})\) and \((Y, \mathcal{N})\) be measurable spaces. A **measurable function** \(f : X \to Y\) is a function such that for all \(E \in \mathcal{N}\), \(f^{-1}(E) \in \mathcal{M}\).

The idea here is that if we “pull back” measurable subsets of \(Y\) to \(X\) via \(f\), they should still be measurable. Here is in some sense the most basic example of a measurable function.

**Example 5.1.** Let \(A\) be a measurable subset of \(X\). Then the **indicator function**\(^5\) of \(A\),

\[
\mathbb{1}_A(x) = \begin{cases} 
1 & x \in A \\
0 & x \notin A,
\end{cases}
\]

is a measurable function from \(X\) to \((\mathbb{R}, \mathcal{B})\). Indicator functions are extremely important in both analysis and probability, and they often are the simplest examples of complicated ideas.\(^6\)

This should look a lot like the topological definition of continuity. In fact, we have the following proposition.

\(^5\)Some people call this a “characteristic function.” The term “characteristic function” has multiple meanings elsewhere, but the term “indicator function” does not.

\(^6\)Be nice to them, and they will help you in return.
Proposition 5.1. Let $X$ and $Y$ be metric (or topological) spaces, equipped with the respective Borel $\sigma$-algebras $\mathcal{B}_X$ and $\mathcal{B}_Y$. Then if $f : X \to Y$ is continuous, it is measurable.

Proof. Let $\mathcal{A} = \{E \in \mathcal{B}_Y : f^{-1}(E) \in \mathcal{B}_X\}$; we want to show that $\mathcal{A} = \mathcal{B}_Y$. For any open $U \subseteq Y$, $f^{-1}(U)$ is open in $X$ by continuity, so $f^{-1}(U) \in \mathcal{B}_X$ because $\mathcal{B}_X$ contains all open subsets of $X$. This shows that $\mathcal{A}$ contains all open subsets of $Y$. Observe that $\mathcal{A}$ is a $\sigma$-algebra:

1. $\emptyset$ is open in $Y$, so $\mathcal{A}$ is nonempty.

2. If $E \in \mathcal{A}$, then $f^{-1}(E^c) = (f^{-1}(E))^c$, which is in $\mathcal{M}$ by the closure under complements of $\sigma$-algebras. So $E^c \in \mathcal{A}$.

3. If $E_1, E_2, \cdots \in \mathcal{A}$, then $f^{-1}(\bigcup_{i=1}^{\infty} E_i) = \bigcup_{i=1}^{\infty} f^{-1}(E_i)$, which is in $\mathcal{M}$ by the closure under countable unions of $\sigma$-algebras.

So $\mathcal{A}$ is a $\sigma$-algebra containing the open sets of $Y$, which generate $\mathcal{B}_Y$; this gives $\mathcal{B}_Y \subseteq \mathcal{A}$. By definition, $\mathcal{A} \subseteq \mathcal{B}_Y$, so $\mathcal{A} = \mathcal{B}_Y$. \hfill $\Box$

Actually, we have shown the following, more general fact.

Proposition 5.2. If $f : X \to Y$ with $\sigma$-algebras $\mathcal{M}$ and $\sigma(\mathcal{A})$, and $f^{-1}(E) \in \mathcal{M}$ for each $E \in \mathcal{A}$, then $f$ is measurable.

So it is sufficient to check measurable sets in some collection that generates the $\sigma$-algebra of the codomain.

This proof, like many proofs in point-set topology, relies on the fact that inverse images of functions commute with unions and intersections. This is a strictly set-theoretic property you should be intimately familiar with.\textsuperscript{7}

Exercise 5.1. (a) Let $f : X \to Y$ be a function. Show that for arbitrary unions and intersections,

$$f^{-1}\left(\bigcup_{\alpha} A_{\alpha}\right) = \bigcup_{\alpha} f^{-1}(A_{\alpha}),$$

$$f^{-1}\left(\bigcap_{\alpha} A_{\alpha}\right) = \bigcap_{\alpha} f^{-1}(A_{\alpha})$$

\textsuperscript{7}This is one of those things that it is publicly acceptable to be intimately familiar with. Relish this fact, and take it as your motivation to complete the associated exercise.
\[ f^{-1}(A^c) = (f^{-1}(A))^c. \]

(b) Show that
\[ f\left(\bigcup_{\alpha} A_{\alpha}\right) = \bigcup_{\alpha} f(A_{\alpha}), \]
and find a counterexample to show that this property does not hold for intersections.

While the previous exercise provides a motivation for the definition of measurable functions regarding formal manipulations, the following constructions provide much more satisfying motivation.

Example 5.2. Let \((X, \mathcal{M}, \mu)\) be a measure space, let \((Y, \mathcal{N})\) be a measurable space, and let \(f : X \to Y\) be a measurable function. We can define the push-forward measure \(\nu\) on \(Y\) by setting \(\nu(E) = \mu(f^{-1}(E))\). Check yourself that this is indeed a measure.

Example 5.3. Here is another way to construct \(\sigma\)-algebras. Given a set \(X\), a measurable space \((Y, \mathcal{N})\), and a function \(f : X \to Y\), we can construct the pull-back \(\sigma\)-algebra \(f^{-1}(\mathcal{N})\) on \(X\) (or the \(\sigma\)-algebra generated by \(f\)) as
\[ f^{-1}(\mathcal{N}) = \{f^{-1}(E) \subseteq X : E \in \mathcal{N}\}. \]
This \(\sigma\)-algebra is also sometimes denoted \(\sigma(f)\). The \(\sigma\)-algebra generated by \(f\) is the smallest \(\sigma\)-algebra on \(X\) for which the function \(f\) is measurable.

If \(\nu\) is a measure on \(Y\), we can construct a pull-back measure \(\mu\) on \(X\) by setting \(\mu(f^{-1}(E)) = \nu(E)\). Check yourself that this is indeed a measure. Note, however, that \(f\) cannot define a pull-back measure on any \(\sigma\)-algebra on \(X\); this only works for \(\sigma\)-algebras that are smaller than \(f^{-1}(\mathcal{N})\).

Remark 5.1. In general, a composition of measurable functions need not be measurable. More explicitly, if \(f : (X, \mathcal{M}) \to (Y, \mathcal{N})\), and \(g : (Y, \mathcal{A}) \to (Z, \mathcal{C})\), where \(\mathcal{N}\) and \(\mathcal{A}\) are two different \(\sigma\)-algebras on \(Y\), then \(g \circ f : (X, \mathcal{M}) \to (Z, \mathcal{C})\) may not be measurable. This is very important to remember, as even with \(\mathbb{R}\), there are multiple useful \(\sigma\)-algebras that are common to consider. However, if \(\mathcal{N} = \mathcal{A}\), then the composition \(g \circ f\) is measurable.\(^8\) Check this yourself; the proof is the same as that for preservation of continuity under composition of functions.

\(^8\)For the reader familiar with the language of category theory, this says that measurable functions are morphisms in the category of measurable spaces. The important distinction here is that in this category, the morphism carries the information of the \(\sigma\)-algebras of the domain and codomain.
5.2 Random variables and distributions

Measurable functions have an alternative, yet very important, interpretation in probability theory.

**Definition 5.2.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. Then a random variable \(X\) is a measurable function with domain \(\Omega\).

We view \(\Omega\) as a space of events with some inherent “randomness,” encapsulated by the probability measure \(\mathbb{P}\).

**Example 5.4.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, and let \(X : \Omega \rightarrow S\) be a constant function (i.e. \(X(\omega) = c\) for some \(c \in S\)). Then for any \(\sigma\)-field \(\mathcal{S}\) on \(S\), \(X\) is a measurable function. We call \(X\) a constant random variable. We often interpret this situation as “deterministic” or having “no randomness.”

**Example 5.5.** Let \(X\) be a real-valued random variable (we implicitly assume the Borel \(\sigma\)-algebra on \(\mathbb{R}\)). Since \(f(x) = x^2\) is continuous, it is measurable (from \((\mathbb{R}, \mathcal{B})\) to \((\mathbb{R}, \mathcal{B})\)). So \(X^2\) is also a random variable. Similarly, \(aX + b\) (for \(a, b \in \mathbb{R}\)), \(\sin(X)\), \(e^X\), etc. are random variables.

Often, random variables are specified by their distributions.

**Definition 5.3.** Let \(X\) be a random variable. The distribution of \(X\) is its push-forward measure.

To measure the probability of an event on the codomain of a random variable, the distribution “pushes forward” the value from the measure \(\mathbb{P}\). In other words, we have

\[
\mu(A) = \mathbb{P}(X^{-1}(A)) = \mathbb{P}(\{\omega \in \Omega : X(\omega) \in A\}).
\]

We suppress the \(\omega\) notation and just write

\[
\mu(A) = \mathbb{P}(X \in A).
\]

Usually, we take \((\Omega, \mathcal{F}, \mathbb{P})\) to be a certain canonical “reference” measure space (with a measure we will discuss in depth later). For now, take it for granted that there is a space \(\Omega\) with a sufficiently rich measure \(\mathbb{P}\) that can generate all distributions on \(\mathbb{R}\) as push-forward measures of random variables.

**Example 5.6.** Let \(\mu\) be a probability measure on \((\{-1, 1\}, \mathcal{P}(\{-1, 1\}))\) given by \(\mu(\{-1\}) = \mu(\{1\}) = 1/2\). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be our canonical measure space. If \(X\) is a
measurable function from \( \Omega \) to \( \{-1, -1\} \) with push-forward measure \( \mu \), we call \( X \) a **Rademacher random variable**. In particular, we have

\[
\begin{align*}
P(X = 1) := P(\{\omega \in \Omega : X(\omega) \in \{1\}\}) &= \mu(\{1\}) = 1/2, \\
P(X = -1) := P(\{\omega \in \Omega : X(\omega) \in \{-1\}\}) &= \mu(\{-1\}) = 1/2.
\end{align*}
\]

**Example 5.7.** Let’s construct a **Poisson random variable**. Let \( \mu \) be a probability measure on \((\mathbb{N}, \mathcal{P}(\mathbb{N}))\) given by

\[
\mu(\{k\}) = e^{-\lambda} \frac{\lambda^k}{k!},
\]

for some real-valued constant \( \lambda > 0 \). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be our canonical measure space, and let \( X \) be a measurable function from \( \Omega \) to \( \mathbb{N} \) with push-forward measure \( \mu \). In particular,

\[
P(X = k) = \mu(\{k\}) = e^{-\lambda} \frac{\lambda^k}{k!},
\]

and the probability of any subset of \( \mathbb{N} \) can be specified by computing a countable sum of \( P(X = k) \) for different \( k \).

One of the amazing aspects of measure theory is that is unifies the ideas of discrete and continuous probability (and even allows for mixing of the two). We have covered a few examples of discrete probability spaces above. Here is an example of a non-discrete case.

**Example 5.8.** A random variable with **uniform distribution** on \([0, 1]\) (also denoted as \( U[0, 1] \)) is a random variable \( X \) with codomain \(([0, 1], \mathcal{B}_{[0,1]})\) and distribution \( \mu \) that satisfies

\[
\mu([a, b]) = P(X \in [a, b]) = b - a.
\]

for all \( 0 \leq a \leq b \leq 1 \). The existence of such a measure is non-obvious, and we shall prove its existence in the next section.

**Example 5.9.** Here is a distribution on \(([0, 1], \mathcal{B}_{[0,1]})\) that is not discrete but also has no continuous probability density over the real numbers. Let

\[
\mu(\{0\}) = 1/2, \quad \mu([a, b]) = \begin{cases} 
0 & 0 < a \leq b < 1/2 \\
b - a & 1/2 \leq a \leq b \leq 1.
\end{cases}
\]

That is, \( \mu \) is the uniform distribution but with all the probability in the interval \([0, 1/2)\) “concentrated” onto the value 0. Taking the existence of the uniform distribution for granted (moreso the fact that we can define a measure on \(([0, 1], \mathcal{B}_{[0,1]})\) by defining its value on all subintervals), such a measure is well-defined.

To say that a random variable \( X \) has distribution \( \mu \), we write \( X \sim \mu \).
5.3 Properties of real- and complex-valued measurable functions

In this section, we show that sums, products, and limits of real- and complex-valued measurable functions are measurable. Here, we always assume that the $\sigma$-algebra on $\mathbb{R}$ or $\mathbb{C}$ is $\mathcal{B}_\mathbb{R}$ or $\mathcal{B}_\mathbb{C}$, respectively. The most important parts of this section are not the results (which are not surprising) but rather the techniques used in the proofs.

**Proposition 5.3.** Let $f, g : X \to \mathbb{R}$ be measurable functions. Then the functions $f + g$ and $fg$ are measurable.

**Proof.** By the proposition we proved when we introduced the idea of measurable functions, it suffices to show that $(f + g)^{-1}((a, b))$ is measurable for $a, b \in \mathbb{R}$; this is because every nonempty open set in $\mathbb{R}$ can be expressed as a countable union of open intervals, so these sets generate $\mathcal{B}$. The key property here is that $\mathbb{R}$ is separable (i.e. it contains the countable dense set $\mathbb{Q}$).

We have

$$(f + g)^{-1}((a, \infty)) = \bigcup_{q \in \mathbb{Q}} \{x : f(x) > q\} \cap \{x : g(x) > a - q\}$$

$$= \bigcup_{q \in \mathbb{Q}} f^{-1}((q, \infty)) \cap g^{-1}((a - q, \infty)), $$

$$(f + g)^{-1}((\infty, b)) = \bigcup_{q \in \mathbb{Q}} \{x : f(x) < q\} \cap \{x : g(x) < b - q\}$$

$$= \bigcup_{q \in \mathbb{Q}} f^{-1}((\infty, q)) \cap g^{-1}((\infty, b - q)), $$

which are both measurable as countable unions of finite intersections of measurable sets. So

$$(f + g)^{-1}((a, b)) = (f + g)^{-1}((a, \infty)) \cap (f + g)^{-1}((\infty, b))$$

is measurable as a finite intersection of measurable sets.

To show that $fg$ is measurable, recall that continuous functions from $(\mathbb{R}, \mathcal{B})$ to $(\mathbb{R}, \mathcal{B})$ are measurable and that compositions of measurable functions (with $\sigma$-algebras that match up) are measurable. In particular, the functions $x \mapsto x^2$, $x \mapsto -x$ and $x \mapsto x/2$ are measurable. So, noting that

$$fg = \frac{1}{2}((f + g)^2 - f^2 - g^2),$$

we see that $fg$ is a composition of such measurable functions and is consequently measurable. \qed
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Exercise 5.2. Show that if $f, g$ are $\mathbb{R}$-valued measurable functions, then $\max(f, g)$ and $\min(f, g)$ are measurable.

To extend to the case of $\mathbb{C}$-valued measurable functions, we provide a more general framework for checking measurability of functions on product spaces.

**Proposition 5.4.** Let $(X, \mathcal{M})$ and $(Y_\alpha, \mathcal{N}_\alpha)$ for each $\alpha \in A$ be measurable spaces, and let $\pi_\alpha : \prod_{\alpha \in A} Y_\alpha \to Y_\alpha$ be the projection maps. Then $f : X \to \prod_{\alpha \in A} Y$ is measurable iff $f_\alpha = \pi_\alpha \circ f$ is measurable for each $\alpha \in A$.

![Diagram of product spaces](image)

**Proof.** ($\implies$): Note that each $\pi_\alpha$ is measurable. So if $f$ is measurable, so is every $f_\alpha$ because the composition of measurable functions is measurable (if the $\sigma$-algebras match up).

($\impliedby$): Suppose each $f_\alpha$ is measurable. Then for all $E_\alpha \in \mathcal{N}_\alpha$, $f^{-1}(\pi^{-1}(\alpha)) = f^{-1}(E_\alpha) \subseteq \mathcal{M}$. Since $\{\pi^{-1}(E_\alpha) : E_\alpha \in \mathcal{N}_\alpha, \alpha \in A\}$ generates $\bigotimes_{\alpha \in A} \mathcal{N}_\alpha$ by definition, our proposition for determining measurability by checking a generating set gives us that $f$ is measurable.

Applying this theorem to the complex numbers, we can separate out the requirement for measurability of a function into requirements for the real and imaginary parts of the function.

**Corollary 5.1.** A function $f : X \to \mathbb{C}$ is measurable iff $\text{Re}(f)$ and $\text{Im}(f)$ are measurable.

**Proof.** Since $\mathbb{R}^2$ and $\mathbb{C}$ are homeomorphic as topological spaces, we may view $\mathbb{C}$ as $\mathbb{R}^2$. Then

$$B_\mathbb{C} = B_{\mathbb{R}^2} = B_\mathbb{R} \otimes B_\mathbb{R}$$

by the result of a previous exercise, and we can use the preceding proposition to finish the rest.

---

9In the language of category theory, this proposition says that $(\prod_{\alpha \in A} Y_\alpha, \bigotimes_{\alpha \in A} \mathcal{N}_\alpha)$ is the product of $(Y_\alpha, \mathcal{N}_\alpha)$ in the category of measurable spaces.
Corollary 5.2. Let $f, g : X \to \mathbb{C}$ be measurable functions. Then the functions $f + g$ and $fg$ are measurable.

Proof. By the previous corollary, it is sufficient to show that $\text{Re}(f + g)$, $\text{Im}(f + g)$, $\text{Re}(fg)$, and $\text{Im}(fg)$ are measurable. Moreover, the same corollary gives us that $\text{Re}(f)$, $\text{Im}(f)$, $\text{Re}(g)$, and $\text{Im}(g)$ are all measurable. We have

$$\text{Re}(f + g) = \text{Re}(f) + \text{Re}(g), \quad \text{Im}(f + g) = \text{Im}(f) + \text{Im}(g),$$
$$\text{Re}(fg) = \text{Re}(f)\text{Re}(g) - \text{Im}(f)\text{Im}(g), \quad \text{Im}(f + g) = \text{Re}(f)\text{Im}(g) + \text{Im}(f)\text{Re}(g),$$

which are measurable as sums and products of measurable real-valued functions. \(\square\)

In probability theory, this gives us an often taken-for-granted result: that sums and products of random variables are indeed random variables.

What if we have a random process (i.e. a sequence of random variables)? Are limits of sequences of measurable functions measurable? To talk about limits on the real line, we must be prepared to have functions take values in $\mathbb{R} := \mathbb{R} \cup \{\pm \infty\}$. Equip $\mathbb{R}$ with $\mathcal{B}_\mathbb{R}$, the $\sigma$-algebra generated by $\{E \subseteq \mathbb{R} : E \cap \mathbb{R} \in \mathcal{B}_\mathbb{R}\}$.\(^{10}\)

Proposition 5.5. Let $\{f_j\}_{j \in \mathbb{N}}$ be a sequence of $\mathbb{R}$-valued measurable functions. Then the functions

$$g_1(x) := \sup_j f_j(x), \quad g_2(x) := \inf_j f_j(x),$$
$$g_3(x) := \limsup_j f_j(x), \quad g_4(x) := \liminf_j f_j(x),$$

are all measurable. Additionally, the set $\{x : \lim_{j \to \infty} f_j(x) \text{ exists}\}$ is measurable.

Proof. For $g_1$, it is sufficient to show that $g_1^{-1}((a, \infty))$ is a measurable set because $\{(a, \infty) : a \in \mathbb{R}\}$ generates $\mathcal{B}$; you can check this by checking that countable unions and intersections of sets in this collection gets you all of the open intervals in $\mathbb{R}$. We have that

$$g_1^{-1}((a, \infty)) = \{x : \sup_j f_j(x) > a\} = \bigcup_{j \in \mathbb{N}} \{x : f_j(x) > a\} = \bigcup_{j \in \mathbb{N}} f_j^{-1}((a, \infty)),$$

which is measurable as a countable union of measurable sets.

For measurability of $g_2$, note that

$$g_2(x) = \inf_j f_j(x) = -\sup_j -f_j(x),$$

\(^{10}\)As the notation suggests, this is actually a Borel $\sigma$-algebra, induced by a metric on $\mathbb{R}$. The metric is $\rho(x, y) = |\arctan(x) - \arctan(y)|$.\(^{17}\)
which is measurable because the inside is $g_1$ but with the functions $-f_j$.

For measurability of $g_3$, let $h_n(x) := \sup_{j \geq n} f_j(x)$; $h_n$ is measurable by the same reasoning used for $g_1$. Then $g_3 = \inf_n h_n$, so $g_3$ is measurable since $g_2$ is measurable.

For measurability of $g_4$, note that

$$g_4(x) = \lim \inf_j f_j(x) = -\lim \sup_j -f_j(x),$$

which is measurable because the inside is $g_3$ but with the functions $-f_j$.

Finally, note that

$$\{x : \lim_{j \to \infty} f_j(x) \text{ exists}\} = \{x : \lim \sup_j f_j(x) = \lim \inf_j f_j(x)\}$$

$$= \{x : \lim \sup_j f_j(x) - \lim \inf_j f_j(x) = 0\}$$

$$= (g_3 - g_4)^{-1}(\{0\}),$$

which is measurable.

The above proof relied heavily on the countability of the sequence $\{f_j\}_{j \in \mathbb{N}}$. In general, the result is not true for uncountable collections of functions.

**Corollary 5.3.** If $\{f_j\}_{j \in \mathbb{N}}$ is a sequence of $\mathbb{R}$-valued measurable functions, and $\lim_{j \to \infty} f_j(x)$ exists for every $x$, then $f(x) := \lim_{j \to \infty} f_j(x)$ is measurable.

**Proof.** If $\lim_{j \to \infty} f_j(x)$ exists for every $x$, then $f(x) = \lim \sup_j f_j(x)$, which is measurable by the previous proposition.

**Corollary 5.4.** If $\{f_j\}_{j \in \mathbb{N}}$ is a sequence of $\mathbb{C}$-valued measurable functions, and $\lim_{j \to \infty} f_j(x)$ exists for every $x$, then $f(x) := \lim_{j \to \infty} f_j(x)$ is measurable.

**Proof.** If $\lim_{j \to \infty} f_j(x)$ exists for every $x$, then $\text{Re}(f) = \lim_{j \to \infty} \text{Re}(f_j)(x)$ and $\text{Im}(f) = \lim_{j \to \infty} \text{Im}(f_j)(x)$ exist for every $x$ and are measurable functions.

We conclude this section with a result that will be important later, when we discuss distribution functions in additional depth.

**Proposition 5.6.** If $f : \mathbb{R} \to \mathbb{R}$ is monotone, it is measurable.

**Proof.** Without loss of generality, we may assume $f$ is increasing (otherwise consider the function $-f$). For each $a \in \mathbb{R}$, let $x_a = \sup\{x \in \mathbb{R} : f(x) < a\}$. We have two cases:

1. If $f(x_a) \leq a$, then $f^{-1}((a, \infty)) = \{x : f(x) > a\} = (x_a, \infty)$.
2. If $f(x_a) > a$, then $f^{-1}((a, \infty)) = \{x : f(x) > a\} = [x_a, \infty)$.

So $f^{-1}((a, \infty)) \in \mathcal{B}$ for every $a \in \mathbb{R}$. Hence, $f$ is measurable.
6 Construction of measures

6.1 Outer measure

Until now, we have been vague about how to construct measures, especially the more complicated measures on $\mathbb{R}$. We now develop tools for doing so. These constructions are sometimes skipped by people who wish to assume the existence of such measures and treat them as “black boxes.” However, if you go on to do work involving measure theory, you will invariably run into issues involving measurability, and in such times, knowledge of outer measure will save the day.

Here is some motivation. We have had two main issues so far in constructing measures:

1. complicated non-measurable sets,
2. how to actually specify values for a large class of subsets of a measurable space.

Outer measure solves both these issues by “approximating complicated sets using simpler sets.” For example, in $\mathbb{R}^2$, you can approximate the area under a curve by successively finer coverings of the area by rectangles (as in Riemann integration); you might call this approximation by “outer area.” As an analogy, consider the relationship between the limit and lim sup of a real-valued sequence; the lim sup approximates the limit from above, and we can define the limit as the value of the lim sup under certain conditions (in this case, the lim sup equalling the lim inf).

The construction takes two steps and is summarized in the following diagram:

\[
\begin{align*}
\text{premeasure (} \mu_0 \text{)} & \xrightarrow{\text{outer approx.}} \text{outer measure (} \mu^* \text{)} & \xrightarrow{\text{Carathéodory}} & \text{measure (} \mu \text{)} \\
\text{algebra (} \mathcal{E} \text{)} & \xrightarrow{\text{outer approx.}} \mathcal{P}(X) & \xrightarrow{\mu^*-\text{measurability}} & \sigma\text{-algebra (} \mathcal{A} \text{)}
\end{align*}
\]

Let’s start in the middle, since outer measure is the most important of these.

Definition 6.1. An outer measure on a nonempty set $X$ is a function $\mu^* : \mathcal{P}(X) \to [0, \infty]$ such that

1. $\mu(\emptyset) = 0$,
2. $\mu^*(A) \leq \mu^*(B)$ if $A \subseteq B$, 
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3. \(\mu^*(\bigcup_{i=1}^{\infty} A_i) \leq \sum_{i=1}^{\infty} \mu^*(A_i)\).

Here is how we construct outer measure using “upper approximation.” Take a function \(\mu_0\) which gives us the desired value of a measure on some relatively simple class of sets \(\mathcal{E}\). Then we can define the outer measure of a set \(A\) by taking the best approximation of the value of \(\mu_0\) on coverings of \(A\) by simpler sets in \(\mathcal{E}\).

**Proposition 6.1.** Let \(\mathcal{E} \subseteq \mathcal{P}(X)\) with \(\emptyset, X \in \mathcal{E}\), and let \(\mu_0 : \mathcal{E} \rightarrow [0, \infty]\) be a function such that \(\mu_0(\emptyset) = 0\). For \(A \subseteq X\), define the function

\[
\mu^*(A) = \inf \left\{ \sum_{i=1}^{\infty} \mu_0(E_i) : E_i \in \mathcal{E}, A \subseteq \bigcup_{i=1}^{\infty} E_i \right\}.
\]

Then \(\mu^*\) is an outer measure.

**Proof.** We verify the three parts of the definition:

1. The set \(\emptyset \in \mathcal{E}\), so we can set \(E_i = \emptyset\) for all \(i\) to get \(\mu^*(\emptyset) \leq \sum_{i=1}^{\infty} \mu_0(\emptyset) = 0\). So \(\mu^*(\emptyset) = 0\).

2. If \(A \subseteq B\), then \(B \subseteq \bigcup_{i=1}^{\infty} E_i\) implies \(A \subseteq \bigcup_{i=1}^{\infty} E_i\). So

\[
\mu^*(A) = \inf \left\{ \sum_{i=1}^{\infty} \mu_0(E_i) : E_i \in \mathcal{E}, A \subseteq \bigcup_{i=1}^{\infty} E_i \right\}
\]

\[
\leq \inf \left\{ \sum_{i=1}^{\infty} \mu_0(E_i) : E_i \in \mathcal{E}, B \subseteq \bigcup_{i=1}^{\infty} E_i \right\}
\]

\[
= \mu^*(B)
\]

because the infimum is being taken over a smaller collection of coverings.

3. Let \(\varepsilon > 0\). For each \(A_i\), choose \(E_{i,j} \in \mathcal{E}\) for each \(j \in \mathbb{N}\) such that \(A_i \subseteq \bigcup_{j=1}^{\infty} E_{i,j}\) and \(\sum_{j=1}^{\infty} \mu_0(E_{i,j}) \leq \mu^*(A_i) + \varepsilon 2^{-i}\). Then \(\bigcup_{i=1}^{\infty} A_i \subseteq \bigcup_{i,j \geq 1} E_{i,j}\), and

\[
\mu^*\left(\bigcup_{i=1}^{\infty} A_i\right) \leq \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \mu_0(E_{i,j}) \leq \sum_{i=1}^{\infty} [\mu^*(A_i) + \varepsilon 2^{-i}] = \sum_{i=1}^{\infty} \mu^*(A_i) + \varepsilon.
\]

This holds for every \(\varepsilon > 0\), so \(\mu^*(\bigcup_{i=1}^{\infty} A_i) \leq \sum_{i=1}^{\infty} \mu^*(A_i)\). \(\square\)
The verification of the last part of the definition uses a very valuable\textsuperscript{11} technique: if you want to establish inequalities (or equalities) involving an infimum or supremum, consider an element that almost achieves the infimum (or supremum) but misses it by at most $\varepsilon$. If you’re wondering why an inequality holds (and are struggling to prove it), sometimes the $\varepsilon$ comes in and solves everything like magic. In cases like this, taking a step back and viewing the problem from a vaguer viewpoint of “things approximating other things” should provide you with the intuition you were missing.

What kind of function is $\mu_0$? Defining an outer measure out of any function may lead to issues when we try to make the outer measure into a measure. The following example provides some intuition for what nice properties we need.

**Example 6.1.** Let $\mathcal{E}$ be the set of finite unions of half-open rectangles in $\mathbb{R}^2$; that is $\mathcal{E} = \bigcup_{i=1}^{n} (a_i, b_i] \times (c_i, d_i]: a_i, b_i, c_i, d_i \in \mathbb{R}$. Define the function $\mu_0 : \mathcal{E} \to [0, \infty]$ by $\mu_0((a, b] \times (c, d]) = (b - a)(d - c)$. So $\mu_0$ just gives the area of a rectangle. For unions of disjoint rectangles, add the values of $\mu_0$ on the different parts; and if two rectangles intersect, we can split the union into several disjoint half-open rectangles.\textsuperscript{12}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{example_diagram.png}
\caption{Example 6.1: Illustration of half-open rectangles and their unions.}
\end{figure}

We want to make an “outer area” outer measure $\mu^*$ that will behave nicely on complicated sets. What property of $\mu_0$ makes it possible to determine the area of a complicated region?

A “good covering” of a complicated subset of $\mathbb{R}^2$ will probably consist of countably many tiny rectangles as to not overestimate the area of the region by too much. We

\begin{itemize}
\item \textsuperscript{11}It’s also just super cool.
\item \textsuperscript{12}We don’t use closed rectangles because you can’t split the union of two intersecting closed rectangles into disjoint closed rectangles. The boundaries of the rectangles end up intersecting.
\end{itemize}
have built in countable additivity into the function $\mu_0$, so to approximate the area of the region, we add up the areas of countably many disjoint rectangles in our covering. This countable additivity condition is the condition we need.

When we define $\mu_0$, we don’t necessarily have a $\sigma$-algebra, but we should still be able to talk about how much measure we want to assign to complements of sets and unions of sets we are already dealing with. This is a restriction on $\mathcal{E}$.

**Definition 6.2.** An [algebra](#) (or [field](#)) of subsets of $X$ is a nonempty collection closed under complements and finite unions.

This is like a $\sigma$-algebra but without closure under _countable_ unions. Defining $\mu_0$ on such a collection is generally much easier than doing so on a $\sigma$-field. In fact, the whole construction of outer measure could be thought of as extending a measure from an algebra to a $\sigma$-algebra.

**Example 6.2.** Let $X$ be a metric space (or a topological space), and let $\mathcal{E}$ be the collection of open and closed sets. Then $\mathcal{E}$ is an algebra.

We can now explicitly state what $\mu_0$ should be.

**Definition 6.3.** Let $\mathcal{E}$ be an algebra. Then a [premeasure](#) $\mu_0 : \mathcal{E} \to [0, \infty]$ is a function such that

1. $\mu_0(\emptyset) = 0$,

2. If $(E_i)_{i \in \mathbb{N}}$ are disjoint, $E_i \in \mathcal{E}$, and $\bigcup_{i=1}^{\infty} E_i \in \mathcal{E}$, then $\mu_0(\bigcup_{i=1}^{\infty} E_i) = \sum_{i=1}^{\infty} \mu_0(E_i)$.

Note that countable additivity implies finite additivity by setting all but finitely many $E_i$ equal to $\emptyset$. Since algebras are closed under finite unions, finite additivity always holds for premeasures.

**Exercise 6.1.** Let $\mu_0 : \mathcal{E} \to [0, \infty]$ be a premeasure, and let $\mu^*$ be the outer measure constructed from $\mu_0$. Show that $\mu^*|\mathcal{E} = \mu_0$.

Now that we have premeasures and outer measures, we can finally construct measures. The next definition essentially does the work for us. It defines sets whose outer and “inner” measures are the same.

---

[13] This is not to be confused with an algebra or field in the abstract algebraic sense. The terminology can be unclear, but it has historic origins in relation to actual algebras (in the abstract algebra sense).

[14] Pre-measures are not important to remember in detail; they are essentially an artifact of this construction. Outer measures, by contrast, are still useful when you can’t guarantee the measurability of a set.
Definition 6.4. Let $A \subseteq X$. Then $A$ is $\mu^*$-measurable if for all $E \subseteq X$,
\[ \mu^*(E) = \mu(E \cap A) + \mu(E \cap A^c). \]

If we rearrange this equation, we get
\[ \mu^*(E) - \mu^*(E \cap A^c) = \mu^*(E \cap A). \]

In the example of outer area, this says that the outer and inner areas of $A$ are equal.\footnote{The definition of $\mu^*$-measurability might seem unnatural. It is. This is the best interpretation I know of.} Note that the inequality
\[ \mu^*(E) \leq \mu^*(E \cap A) + \mu^*(E \cap A^c) \]
always holds by the subadditivity of $\mu^*$.

Proposition 6.2. Let $\mu_0 : \mathcal{E} \to [0, \infty]$ be a premeasure, and let $\mu^*$ be the outer measure constructed from $\mu_0$. Then every $A \in \mathcal{E}$ is $\mu^*$-measurable.

Proof. We need to show that
\[ \mu^*(E) \geq \mu^*(E \cap A) + \mu^*(E \cap A^c) \]
for every $E \subseteq X$. Let $E_i \in \mathcal{E}$ such that $E \subseteq \bigcup_{i=1}^{\infty} E_i$. Then, by the finite additivity of $E$,
\[
\begin{align*}
\sum_{i=1}^{\infty} \mu_0(E_i) &= \sum_{i=1}^{\infty} (\mu_0(E_i \cap A) + \mu_0(E_i \cap A^c)) \\
&= \sum_{i=1}^{\infty} \mu^*(E_i \cap A) + \sum_{i=1}^{\infty} \mu^*(E_i \cap A^c) \\
&\geq \mu^*(E \cap A) + \mu^*(E \cap A).
\end{align*}
\]
Only the left hand side is dependent on the covering $\bigcup_{i=1}^{\infty} E_i \supseteq E$. If we take the infimum over all such coverings, the left hand side becomes $\mu^*(E)$. \qed

Finally, we can construct our measures.

Theorem 6.1 (Carathéodory’s Extension Theorem). Let $\mu^*$ be an outer measure, and let $\mathcal{A}$ be the collection of $\mu^*$-measurable sets. Then $\mathcal{A}$ is a $\sigma$-algebra, and $\mu := \mu^*[\mathcal{A}$ is a measure.]}
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Proof. The collection $\mathcal{A}$ contains $\emptyset$, and it is closed under complements since the definition of $\mu^*$-measurability is symmetric in $A$ and $A^c$. So to prove that $\mathcal{A}$ is a $\sigma$-algebra, we need to show that it is closed under countable unions.

We first show that $\mathcal{A}$ is closed under finite unions. Let $A, B \in \mathcal{A}$. Then, for $E \subseteq X$,

$$\mu^*(E) = \mu^*(E \cap A) + \mu^*(E \cap A^c)$$

$$= (\mu^*(E \cap A \cap B) + \mu^*(E \cap A \cap B^c)) + (\mu^*(E \cap A^c \cap B) + \mu^*(E \cap A^c \cap B^c))$$

The first three terms partition the set $E \cap (A \cup B)$. The last set is equal to $E \cap (A \cup B)^c$.

So by the subadditivity of outer measure,$$
\mu^*(E) \geq \mu^*(E \cap (A \cup B)) + \mu^*(E \cap (A \cup B)^c).
$$
The reverse inequality follows from the subadditivity of outer measure, and we get that $A \cup B$ is $\mu^*$-measurable. Now note that $A_1 \cup \cdots \cup A_n = (A_1 \cup \cdots \cup A_{n-1}) \cup A_n$. So by induction on the number of sets in the union, $\mathcal{A}$ is closed under finite unions.

We now extend to countable unions. Let $A_n$ be $\mu^*$-measurable for each $n$, and let $B_n = A_n \setminus \bigcup_{\ell=1}^{n-1} A_\ell$, the set of new elements in $A_n$. Then $A := \bigcup_{n=1}^{\infty} A_n = \bigcup_{n=1}^{\infty} B_n$, and

$$\mu^*(E) = \mu^*\left( E \cap \bigcup_{\ell=1}^{n} B_\ell \right) + \mu^*\left( E \cap \bigcup_{\ell=1}^{n} B_\ell^c \right)$$

Since $\bigcup_{\ell=1}^{n} B_\ell^c \supseteq A^c$, we can use monotonicity to get

$$\geq \mu^*\left( E \cap \bigcup_{\ell=1}^{n} B_\ell \right) + \mu^*(E \cap A^c)$$

$$= \sum_{\ell=1}^{n} \mu^*(E \cap B_\ell) + \mu^*(E \cap A^c).$$

Only the right hand side depends on $n$, so we may let $n \to \infty$ on the right. We get

$$\mu^*(E) \geq \sum_{\ell=1}^{\infty} \mu^*(E \cap B_\ell) + \mu^*(E \cap A^c)$$

By subadditivity, since $E \cap A = \bigcup_{\ell=1}^{\infty} (E \cap B_\ell)$,

$$\geq \mu^*(E \cap A) + \mu^*(E \cap A^c).$$
As before, the reverse inequality is given by the subadditivity of $\mu^*$, so $A = \bigcup_{n=1}^{\infty} A_i$ is $\mu^*$-measurable. So we have shown that $\mathcal{A}$, the collection of $\mu^*$-measurable sets, is a $\sigma$-algebra.

Note that $\mu^*(\emptyset) = 0$ by definition, so to show that $\mu := \mu^*|_A$ is a measure, we need only show that $\mu$ is countably additive on disjoint sets. Let $(B_\ell)_{\ell \in \mathbb{N}}$ be disjoint $\mu^*$-measurable sets. Recall that in proving closure under countable unions of $\mu^*$-measurable sets, we had the inequality $\mu^*(E) \geq \sum_{\ell=1}^{\infty} \mu^*(E \cap B_\ell) + \mu^*(E \cap (\bigcup_{\ell=1}^{\infty} B_\ell)^c)$ when the $B_\ell$ are disjoint. We actually showed that this is an equality, since the right hand side is sandwiched between $\mu^*(E)$ and $\mu^*(E \cap (\bigcup_{\ell=1}^{\infty} B_\ell)^c)$. This holds for any $E \subseteq X$, so setting $E = \bigcup_{\ell=1}^{\infty} B_\ell$ gives us

$$\mu\left(\bigcup_{\ell=1}^{\infty} B_\ell\right) = \mu^*\left(\bigcap_{\ell=1}^{\infty} B_\ell\right) = \sum_{k=1}^{\infty} \mu^*\left(\bigcup_{\ell=1}^{\infty} B_\ell \cap B_k\right) + \mu^*(\emptyset) = \sum_{k=1}^{\infty} \mu(B_\ell).$$

So $\mu$ is a measure on the $\sigma$-algebra of $\mu^*$-measurable sets. \hfill $\Box$

**Corollary 6.1.** Let $\mu_0 : \mathcal{E} \to [0, \infty]$ be a premeasure. Then there exists a measure $\mu$ such that $\mu|_E = \mu_0$.

**Proof.** Let $\mu^*$ be the outer measure constructed from $\mu_0$, and let $\mu$ be the measure constructed from $\mu^*$. The exercise about premeasures shows that $\mu^*|_A = \mu_0$. Since every $A \in \mathcal{A}$ is $\mu^*$-measurable, the domain of $\mu$ contains $\mathcal{A}$. \hfill $\Box$

### 6.2 Distribution functions and Lebesgue measure

When dealing with real-valued random variables on $\mathbb{R}$, one way to talk about probability is the probability to the left of a given point.

**Definition 6.5.** Let $X$ be a real-valued random variable. The **(cumulative) distribution function** (or **cdf**) of $X$ is the function $F : \mathbb{R} \to [0, 1]$ given by

$$F(x) := \mathbb{P}(X \leq x).$$

**Example 6.3.** Let $X$ be a random variable with point mass distribution at 0. Then the cdf of $X$ is

$$F(x) = \mathbb{P}(X \leq x) = \begin{cases} 0 & x < 0 \\ 1 & x \leq 0. \end{cases}$$
This is called the **Heaviside step function**. It is not continuous, but it is right-continuous.

![Graph of Heaviside step function]

**Example 6.4.** Let $X$ be a random variable with Uniform $[0, 1]$ distribution. Then the cdf of $X$ is

$$F(x) = \begin{cases} 
0 & x < 0 \\
x & 0 \leq x \leq 1 \\
1 & x > 1.
\end{cases}$$

![Graph of cdf of Uniform distribution]

**Exercise 6.2.** Let $F$ be a cdf. Show that $\lim_{x \to -\infty} F(x) = 0$ and $\lim_{x \to \infty} F(x) = 1$.

Recall that the **distribution** of $X$ is the push-forward measure of the probability measure $\mathbb{P}$; that is, the distribution is a measure on $\mathbb{R}$ that measures the probability
of $X$ taking a value in a given subset of $\mathbb{R}$. This is the same idea, except instead of encoding the information as a measure, we treat the distribution as a function on $\mathbb{R}$. We will see that these are indeed the same concept.

Why is the cdf of a real-valued random variable important? Consider a random variable that takes a value $x$ if some certain event occurs at time $x$. Then the cdf measures the probability that the event has already happened by time $x$, and $1 - F(x)$ measures the probability that the event will happen after time $x$.

From an analytic perspective, the study of cumulative distribution functions is the study of nondecreasing right-continuous functions ($\lim_{x \to a^+} F(x) = F(a)$ for each $a \in \mathbb{R}$). These are central to the idea of Riemann-Stieltjes integration, which will be a special case of the powerful theory of Lebesgue integration we will develop. As with their probability measure counterparts, these functions are closely related to measures on the real line.

We have constructed distribution functions from measures on $\mathbb{R}$. Let us now do the reverse, using the outer measure construction.

**Lemma 6.1.** Let $F : \mathbb{R} \to \mathbb{R}$ be nondecreasing and right-continuous. For disjoint half-open intervals $(a_i, b_i]$, let

$$\mu_0 \left( \bigcup_{i=1}^{n} (a_i, b_i] \right) = \sum_{i=1}^{n} (F(b_i) - F(a_i)),$$

and let $\mu_0(\emptyset) = 0$. Then $\mu_0$ is a premeasure on the algebra of finite unions of half-open intervals.

**Proof.** We present a sketch of the proof.\(^{16}\) We need to first show that the collection of finite unions of half-open intervals is an algebra. So we need to show that the collection is closed under complements and finite unions; the latter step can be done by induction on the number of intervals in the union. Verify that if a set is expressed as a finite union of half-open intervals in two different ways, then the resulting two sums in the definition of $\mu_0$ are equal. To show that $\mu_0$ is countably additive, first show that it is finitely additive and approximate with an $\varepsilon$ argument.

We now have our desired correspondence.

**Theorem 6.2.** Let $F : \mathbb{R} \to \mathbb{R}$ be nondecreasing and right-continuous. Then there is a measure $\mu_F$ defined on $\mathcal{B}$ such that $\mu([a, b]) = F(b) - F(a)$. Conversely, given a finite measure $\mu$ on $\mathcal{B}$, the function $F(x) := \mu((\infty, x])$ is nondecreasing and right-continuous.

\(^{16}\)If you want me to write the full proof, bug me in an email about it.
Proof. By the lemma, we can construct the measure $\mu_F$ from the premeasure $\mu_0$. Since $\mu_0$ is defined on a set containing all open intervals, $\mu_F$ is defined on all open intervals. These sets generate $\mathcal{B}$, so since $\mu_F$ is defined on a $\sigma$-algebra containing these sets, $\mu_F$ is defined on at least all of $\mathcal{B}$. Since $\mu_F$ agrees with the premeasure $\mu_0$, we have $\mu_F((a,b]) = F(b) - F(a)$.

Given a finite $\mu$, to show that $F$ is nondecreasing, use the monotonicity of $\mu$. If $a \leq b$,

$$F(a) = \mu((\langle -\infty, a \rangle] \leq \mu((\langle -\infty, b \rangle] = F(b).$$

To show that $F$ is right continuous, use continuity from above.

$$\lim_{x \to a^+} F(x) = \lim_{x \to a^+} \mu((\langle -\infty, x \rangle] = \mu((\langle \infty, a \rangle] = F(a).$$ \hfill \Box

In particular, cumulative distribution functions are nondecreasing and right-continuous. So we have shown that distributions and cumulative distribution functions are really the same thing for real-valued random variables.

The measures $\mu_F$ are sometimes called Lebesgue-Stieltjes measures. These measures can be actually defined on a $\sigma$-algebra larger than $\mathcal{B}$; this $\sigma$-algebra has some nice properties and will be the subject of exercises at the end of the chapter.\footnote{If you’re reading this, and I haven’t written the exercises yet, send me an email, and bug me until I do it.}

**Exercise 6.3.** Show that $\mu_F = \mu_G$ iff $F - G$ is a constant.

**Exercise 6.4.** Let $\mu$ be a measure on $\mathcal{B}$ (not necessarily finite). Define a function $F : \mathbb{R} \to \mathbb{R}$ that is nondecreasing and right-continuous, such that $\mu_F = \mu$ on $\mathcal{B}$. (Hint: Let $F(0) = 0$. In the case that $\mu$ is finite, your function may differ from the cdf by a constant.)

We now turn our attention to perhaps the most important (or at least the most frequently used) measure: the measure of length on the real line.

**Definition 6.6.** Lebesgue measure\footnote{For some reason, people always omit articles before mention of Lebesgue measure. There seems to be an unspoken rule against calling it “the” Lebesgue measure. I have no idea why.} $\lambda$ is the Lebesgue-Stieltjes measure associated to the function $F(x) = x$.

The Uniform $[0,1]$ distribution is Lebesgue measure restricted to $\mathcal{B}_{[0,1]}$. So when we take an interval $(a,b]$, Lebesgue measure agrees with the value of the premeasure on this interval; that is, $\lambda((a,b]) = F(b) - F(a) = b - a$. What about open intervals? Or closed intervals? Or points?
Proposition 6.3. Let $\lambda$ be Lebesgue measure. Then

1. $\lambda(\{x\}) = 0$ for $x \in \mathbb{R}$.

2. If $A$ is countable, $\lambda(A) = 0$.

3. For $a, b \in \mathbb{R}$ with $a \leq b$, $\lambda((a, b)) = \lambda([a, b]) = b - a$.

Proof. Properties 2 and 3 follow from the first.

1. Using continuity from above, since $\{x\} = \bigcap_{n=1}^{\infty} (x - 1/n, x]$, we have
   \[ \lambda(\{x\}) = \lim_{k \to \infty} \lambda((x - 1/k, x]) = \lim_{k \to \infty} 1/k = 0. \]

2. If $A$ is countable, then $A = \bigcup_{x \in A} \{x\}$ is a countable union. So by countable additivity,
   \[ \lambda(A) = \sum_{x \in A} \lambda(\{x\}) = \sum_{x \in A} 0 = 0. \]

3. We already have that $\lambda((a, b]) = b - a$. So
   \[ \lambda((a, b)) = \lambda((a, b]) - \lambda(\{b\}) = (b - a) - 0 = b - a, \]
   \[ \lambda([a, b]) = \lambda((a, b]) + \lambda(\{a\}) = (b - a) + 0 = b - a. \]

Corollary 6.2.

$\lambda(\mathbb{Q}) = 0$.

Take a moment to step back and realize how remarkable this is. The rational numbers are infinite and even dense in $\mathbb{R}$, yet our canonical measure on $\mathbb{R}$ assigns them zero measure! Even though the Borel $\sigma$-algebra is defined via topological properties of $\mathbb{R}$, Lebesgue measure does not always characterize size in the same way as the topology does.

Exercise 6.5. Show that for every $\varepsilon > 0$, there is an open, dense subset $A \subseteq \mathbb{R}$ such that $\lambda(A) < \varepsilon$. Conclude that an open, dense subset of $\mathbb{R}$ need not be $\mathbb{R}$.\(^{19}\)

Lebesgue measure is invariant under translations and scales with dilations. The former of these properties is an example of a more general property of translation-invariant measures (called Haar measure) on Abelian groups.\(^{20}\)

---

\(^{19}\)This is a really interesting problem, especially since it’s so counterintuitive. Many students incorrectly believe that open, dense subsets must be the whole space.

\(^{20}\)The interplay between the algebraic structure and the measure-theoretic properties is very rich. One of my research interests is exactly this kind of thing: probability on algebraic structures.
Proposition 6.4. For $r \in \mathbb{R}$, let $A + r := \{a + r : a \in A\}$ and $rA := \{ra : a \in A\}$. If $A \in \mathcal{B}$, then

1. $A + r, rA \in \mathcal{B}$.
2. $\lambda(A + r) = \lambda(A)$.
3. $\lambda(rA) = |r|\lambda(A)$.

Proof. Let $\mathcal{A}$ be the collection of sets $A$ in $\mathcal{B}$ such that $A + r, rA \in \mathcal{B}$ for every $r \in \mathbb{R}$. Note that $\mathcal{A}$ contains all the open intervals, is closed under complements, and is closed under countable unions. So $\mathcal{A}$ is a $\sigma$-algebra containing the open intervals, which generate $\mathcal{B}$. So $\mathcal{A} = \mathcal{B}$.

The length premeasure on finite unions of half-open intervals is invariant under translations and scales with $|r|$ when dilated by $r$, so the value of the associated outer measure has these properties, as well. So $\lambda(A + r) = \lambda(A)$, and $\lambda(rA) = |r|\lambda(A)$. \qed
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