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1 Introduction to High-Dimensional Statistics

1.1 Overview of the course

The first half of this course will cover theoretical tools used to establish theorems in high-
dimensional statistics:

e Concentration inequalities

e Empirical process theory

e Gaussian process theory and random matrix theory
The second half of this course will cover statistical problems:

e Covariance estimation

Sparse estimation problem

Principal component analysis (PCA) in hihg dimension

e Non-parametric regression

Minimax lower bounds

1.2 A motivating example: sparse estimation
Here is a motivating example:

Example 1.1 (High dimensional sparse estimation). Here is the assumption of our statis-
tical model. We observe

Y X,
V=|:]eR, X=|:|eR™ X, eR%
Y, pal
4
We assume that the relationship Y = X#* 4+ w holds, where 8* € R¢ with * = | and
0

w € R™ is noise. In the high dimensional case, we have n < d, so standard linear regression
will not be useful.

To deal with the problem in the high-dimensional case, we make the further assumption
that 6* is supported on S C {1,2,...d}, with |S| denoted by s; that is, §f can be nonzero
only on the indices in S. This is called an s-sparse assumption. Our task is that given
(Y, X), we want to estimate 6*.

We present results without proof, although we will develop these results later in the
course.



(a) The naive estimator (assuming w; S N(0,0?)) is
Iy 1 )
Ors := argmin —||Y — X0||5.
9cRd 2n

Classical theory tells us that

~ . tr(X T X))t
E[||fvs — 0"[I3] = faz

d
()
n
If n < d, then E[||frs — 6*||]2] > 1. This estimator, however does not use the
assumption that 6* € R? is s-sparse.

(b) The LASSO estimator! is

N 1
01,As80 = argmin 2*\“” — X013+ a0,
feRrd 4N

which has an L! penalty. Our goal is to show that

~ . slogd
16Lasso — 0%[|2 < ¢y ng :

We need the following condition:

Definition 1.1. The matrix X satisfies the restricted eigenvalue (RE)? condition
over S with parameter (k, ) if

1
~[XAL5 > kA5 VA € Ca(S) = {A R [Ase]1 < allAsli}-

N’
=1(AXTXA)

This is a geometric assumption on £(0) = o= |Y — X (6. + A)||3. If X is (k,a)-RE,
then L£(A) is strongly convex in the cone Cy(.5).

Theorem 1.1. Suppose 0* is supported on S, with |S| = s, and X satisfies the RE
condition over S with parameter (k,3). Further assume that A\, > 2HXTT"J||OO Then

~ . 3
|0Lasso — 6" [|2 < E\/EAn.

'L ASSO comes from Tbshrani in 1994 and Chen, Donoho, and Saunders in 1994, as well.
2This condition was introduced by Bickel, Ritov, and Tsybakov in 2009.



What does this mean? The sparsity assumption is more natural; for example, if we
are dealing with gene data in biology, we may assume that only a few genes will
determine a trait. Let’s now tackle a few questions about our assumptions:

1.

When does RE hold?

2. How large is 2|| X "w||oo/n?

3. How can we compare the bound with the least squares estimator?

iid iid

Make the assumption that X; ~ N(0,Id) (which can be generalized) and w; ~
N(0,0?). Here are the answers to our questions:

1.

Proposition 1.1. Suppose (X;)ic|n) S N(0,1d). Fix S C [d] with |S| =s. Then

there exist universal constants 0 < c¢; <1 < co such that when n > caslogd, we

have
) ) N efn/32
P(5, [ XA[3 > e1]|Agf]” VA € Cs(s)) > 1~ =ik

This tells us that the (¢1,3)-RE condition is satisfied with high probability
(w.h.p.) as long as n > slogd. To establish this proposition, we need to use
empirical process theory and concentration inequalities.

Lemma 1.1. Suppose that maxcp, ||z;l2/v/n < By and w; Py N(0,0%). Then
there is a universal constant ¢ such that for all t > 0,

-
P (’X “lloo <cB,o <\/ 2logd —i—t)) >1-— 2~ H/2
n n

Moreover, when X; ~ N(0,1d), then for all t € (0,1),

X3

T ~
21Xl _ g5, [108(d/5)
n n
N——
An

with probability at least 1 —24. To establish this lemma, we need concentration
inequalities and empirical process theory.



3. Plugin A = Co W to get

b, =~ 1
0rasso — 0% |2 < é\/@\n = écg slog(d/d)
K K n

with probability at least 1 — 3d. This means that as long as n 2 slog(d/d),
Hé\LASSO — Q*H% < 1.

In comparison, E[||fLs — 0*||3] = ©(£05?), which needs n > d to be small.

1.3 Relationships with other statistical topics

Here are the relationships between this course and other courses:

e Stat 210A Theoretical Statistics: In statistical decision theory, we have a statistical
model P = {P : 6 € O} with a statistical procedure § : D — © and a loss function
lell : © x © — R. We can then calculate the risk function R(0;d) = Eg[¢(0;(2))].
We can compare risk functions for different procedures by looking at summarized
statistics of the risk function:

— Bayes risk: We assume 6 ~ 7, so Rp(m;d) = Eg[R(0;0)].
— Minimax: We can look at Rp/(©;9) = supycg R(6;0).

In our example, LASSO is approximately minimax optimal

o CS 281A/Stat 241A Statistical learning theory: This focuses on a different (but
related) collection of models (empriical risk minimization). We study them using a
similar set of tools (concentration inequalities, empirical process theory).

e Stat 260 Mean field asymptotics in statistical learning: Here, we focus on the same
collections of statistical models but study them in another regime (n,d — oo with
n/d — constant asymptotics). We use different collection of tools (statistical physics,
AMP, Gaussian comparison). This needs stronger assumptions but gives more refined
results.

Other useful courses are convex optimization and information theory. These courses
are important in order to learn deep learning theory and reinforcement learning theory. In
the next lecture, we will start learning about concentration inequalities.



2 Basic Concentration Inequalities

2.1 Concentration inequalities for sample averages

Suppose we have a random variable X ~ Px, sampled from the distribution Px. Let
p = Exp,[X] be its expectation. In general, |x — p| could be very large. However, in
many scenarios (especially when X takes a special form), |z — p| is very small with high
probability.

Example 2.1. Let X = 13" | 7, where Z; X Py with Py € P([0,1]) (supported in
[0,1]). Then E[X] = E[Z;] =: u. We will show in this lecture that

nt?
Z t § 2€Xp —7 .
—_————

n—00

1. For all t > 0,

1 n
(|2 — | zt)zpqnzzi—u
=1

0

2. Equivalently, for any 0 < § < 1,

1 210g(2/(5))
Pl|=S" 2 — > 2222 <.

1 — 21log(2/5
*ZZi_N< 0g(2/9)
nz’:l

3. Equivalently,

n

with probability at least 1 — §, or with high probability.

2.2 Markov’s inequality

Lemma 2.1 (Markov’s inequality). Let X be a nonnegative random variable. Then for all

t>0,

POx 2 < B

Proof. Define f(x) = x and g(x) = tl,>4. Then f(z) > g(z).
-f(,n: >

T o=t o Afx2n)),

5

10



Then
E[X] > E[ﬂ{xzt}] =tP(X >1t).

Markov’s inequality is important because other concentration inequalities are conse-
quences of Markov’s inequality. For our example, we can apply Markov’s inequality to

| X — pf with X =15 | Z; to get

B(X —p > 1) < X
CEILYL, Zi—ul

t

Using Jensen’s inequality, we can upper bound this by

E[EY, Zi— )
t

Observe that E[( 3" | Z; — n)?] < nE[(Z; — p)*]/n? < 1/n. So we get

_ /)
- t
1

- L

To rearrange this in terms of a tail probability J, solve ﬁ =9:

1
Pl|X — > | <4
<| “'ﬁé)‘s

That is,
X =l < —

with probability at least 1 —§. Here, we have gotten the correct 1/y/n scaling, but the 1/

dependence is not optimal yet.

Remark 2.1. Letting n — oo gives us a weak law of large numbers. However, if we sum
these probabilities in n, we get a divergent sum, so we would need to be more careful if we
wanted to use the Borel-Cantelli lemma to prove a strong law of large numbers.

2.3 Chebyshev’s inequality
Lemma 2.2. If Var(X) ezists, then or all t > 0,

Var(X)

PX -E[X]|21) < —3

11



Proof. Apply Markov’s inequality:

P(|X — E[X]| > t) <P(X - E[X]]* > #*)
E[l.X — E[X]]*]¢*

<

For our example, apply Chebyshev’s inequality to X = %2?21 Z; to get

15 o
p § 1 >1) < Var(-> " Z;)
diim Zi— 2

Solving § = #, we get

(1%

That is,

ZZ f\[

with probability at least 1 — §. In comparison to our application of Markov’s inequality,
this gives a 1/ V6 dependence instead of a 1 /0 dependence, which is significant when 9§ is

small.
In general, we have

Lemma 2.3. For allt >0,

E[X — pl*

P(X — = ) < =

provided this k-th moment exists.

As an exercise, apply this to our example and carefully bound EH% Yo Zi—

show that there is a constant C}, < oo such that

ZZ

\/‘51/k

with probability at least 1 — §.
As another exercise, derive Cantelli’s inequality using the same principle:

12

ul] to



Lemma 2.4 (Cantelli’s inequality).

Var(X)
P(X —E[X]>t) < T X) 1

Proof. The events {X —pu >t} = {f(x — pu) > f(t) are teh same, where f(t) = (t +u)? for
some special choice of u. ]

2.4 Chernoff’s inequality

Lemma 2.5 (Chernoft’s inequality). For all t > 0, we have

X -] N
PX>p+t) < ir){f
e

_ o—h®)

b
where

h(t) = sup At — log E[e*X—1)].
A

Proof. We will prove the inequality. We can upper bound the tail probability by rewriting
this event:

P(X —p>t) = P(MNEH) > M)
This holds for all A, so it holds for the inf over all A. We get
PX —pu>t)= hif P(NXH) > M)
L E[erX=m)]
< H){f Tu
where we have used Markov’s inequality. O

Remark 2.2. To interpret the quantities in the bound, define the moment generating
function of a random variable Z as

Mz(\) := E[e*].

This is called the moment generating function because

d
aMZ()\)b\:o =Ez[ZeM]| =0 = E[Z].

In general,
dk

ZFMz(Vlho = Ez[ 250 = E[Z"],

13



the k-th moment.
Define the cumulant generating function of Z as

Kz(\) :=logE[e*?] = log Mz ().
This is called the cumulant generating function because it generates the cumulants

dk
K 2(A) =0

"=

For example, ko = Var(Z) > 0. In fact, K7,(\) > 0, so the cumulant generating function
is always convex.
Define the Legendre transform f* of f: R — R as

fr(t) =sup At — f(A).
AR

Then h(t) is the Legendre transform of Kx_,(\). The Legendre transform can be thought
of as a dual® in the sense that f**(\) = (f*)*(\) = f()\) if f is convex.

For our example, apply Chernoff’s inequality to X = %Z?:l Z;. Here is a claim we
will prove next lecture: If Z ~ Pz € P([0,1]), then

E[e*ZElZD] < N2, VA eR.
Using this claim, we bound

E[eA(% i1 Zi_ﬂ)]

1 & .
P(n;Zi—,uZt>§u§f o

. E[[T, e/\%(Zi—u)]

1=

Using independence of the Z;,

n A (Zi—p)
— inf szl E[eAt ]
A e
E[eA%(Zi—u)]n

= inf
A ert

(eW/m)?*/2)n
e)\t
A2/(2n)— At

< inf
A

=infe
A

3The Legendre transform is sometimes known as the Fenchel dual.

14



This exponent is quadratic in A, so we can calculate that it is minimized at A\, = nt.
— ef(nt)Q/(2n)fnt-t
_ efnt2/2

We will apply this line of reasoning again and again in this course.
Similarly, we have the lower bound

n
P <1ZZ,- —p< —t> < e 2,
n
=1

Combining these two tail inequalities, we get

1 n
=1

> t) < 2e /2,

This is the inequality we presented at the beginning of the lecture. If we solve § = 2e— 1t/ 2,
we get
1< 210g(2/0)
Pl |- Zi —pl > /L2 ) <6
(3] P20
=1
That is,
1 2log(2/6
I5ng M‘ <\ [ee@/0)
n 4 n
=1
with probability at least 1 — §.
2.5 Comparison of inequalities
Here is a table comparing the different inequalities we have seen.
Markov Chebyshev k-th moment Chernoff
require | First moment | Second moment | k-th moment | Moment generating function
1 1 1 \/2log(2/9)
bound Vb s Vo o

Using more moments, we get better bounds; using the MGF is like using all the moments
of a random variable. These have the same dependence in n but different dependence in
6. What is the benefit of better dependence in 6?7 This is useful for the union bound!

15



2.6 Applying union bounds

Lemma 2.6 (Union bound). Suppose we have a collection of events { Es}scrq- IfP(ES) < g
for all s, then

P LJES >1-6.
s€[d]

So if we divide delta by the number of events d, we can use a good § dependence to get
a good union bound.

Remark 2.3. Here is a common mistake that happens in homework, exams, and even
ICML and NeurIPS papers. Let (Zi(s))z'e[n],se[d} Mp, e P([0, 1]). Suppose someone proves
that for all s € [d],
P<1§iﬂg—u
i Z

The common mistake is to claim that

1221‘(8)_N‘§ W)Zl—d
n

; n
=1

n

< bgU®>21—&

P <VS € [d],

This is not true because it ignores the dependence on the dummy variable s. Instead, the
correct thing to do is to say

P (Vs € [d],

1ZZZ,<5>_M‘§ bg(d/@)zl_é_
n
=1

n

This d is usually very large, such as exponential or doubly exponential in n.
So please avoid the following statement:

1o (s
DI

This is ambiguous if the probability applies to each individual s or all s at once. Instead,
use this statement instead:
For individual bounds, write

(a) Vs e [d], P(---) >1—0.

Vs € [d], <en, with probability at least 1 — 0.

(b) Vs € [d], with probability at least 1 — §, the following event happens:

L5

< en.




For union bounds use these:
(a) P(Vs,--+)>1-—0.

(b) With probability at least 1 — J, the following event happens:

Vs € [d],

1
sup |— Z ZZ.(S) —pul <en with probability at least 1 — 4.

s€[d] n i—1

Here are some exercises to do for using union bounds:

Suppose (Z'(S)>ie[n},se[d] Kpy e P(0,1]).

(3

e Markov’s inequality implies that with probability 1 — §, the following happens:

ZZ

d

Vs € [d], f(S

e Chebyshev’s inequality implies that with probability 1 — J, the following happens:

Vd
IRV RO

Vs € [d],

e Markov’s inequality implies that with probability 1 — §, the following happens:

vs € [d) i ‘ 210g(2d/5)

NZD

3\*—‘

17



3 Sub-Gaussian and Sub-Exponential Random Variables

3.1 Sub-Gaussian random variables

Last time, we used Chernoff’s inequality to get an upper bound on the tail probability
of %Z?:l Z; — 1, where Z; are iid and supported in [0,1]. We made a claim about the
moment generating function of such random variables:

E[e)\(Z—]E[Z])] < 6)\2/2.

We can abstract this into a definition:

Definition 3.1. A random variable with y = E[X] is o-sub-Gaussian* if there is a
positive number ¢0 such that

E[e)‘(X*“)] < Ao? /2 YA eR.
Combining with Chernoff’s inequality, we have that if X is o-sub-Gaussian, then

. E[e’\(X —u)]

P(X —pu>t) guif Y
< lnf e>\0'2/2—>\t

This quadratic function in the exponent is minimized at A = t/o?:
_ 6(t/a2)2-0'2/2—t2/02

_ o—t2/(20%)

Why is this called “sub-Gaussian”?

(a) If G ~ N(u,0?), then
o] o 2
E[ME)] = / Ma—p)__L exp (_ (x — p) ) dae

—o0 2ro 202
We can combine the exponentials and complete the square in the exponent to solve
this integral.

— e)\zo'z/Q.
(b) Tt G ~ N(0,1), then
P(G > 1)

lim T =1.
exp(—2/2)

t—00 1

i V2T

o(t)

1Some textbooks call this o-sub-Gaussian, and you should think of ¢ as a surrogate for variance.
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In addition, if ¢ is the standard Gaussian probability density function, then
1 11 3
o) <P(G>t) < |- — 5+ = t).
O CE R R R L0

This is exercise 2.2 in Wainwright s textbook To prove this, first show that ¢(z) =
( ) . Next, calculate ft z)dz = ft ) dz by using integration by parts.

3.2 Hoeffding’s inequality

Proposition 3.1 (Hoeffding’s inequality). Suppose X;, i = 1,...,n are independent, where
X; has mean p and is o;-sub-Gaussian. Then

1. 370 X, has mean > iy pi and is sub-Gaussian with parameter /> " | 2.

2.
P (X;— i) >t] <exp <—n>.
Proof.
1.
Ele A (X uz - [H (Xi #z]
— HE[ AMX uz)]
i=1

_e/\Q(ZZ 199)/2,

2. The second statement is by Chernoff’s inequality, as above. O

oniid

Let (Xi)iefn) ~ X be o-sub-Gaussian. Then

P(;zn:Xiuzt> :IF’(zn:(Xip)Znt)
i=1

=1




a) How do we extract the order of £ "7 . X — u? Let 6 = exp —ﬂi and solve for ¢ to
n i=1 20

get t = o4/ 21%(1/6). Thus,

1 < 2log(1
LS ¥ < ot o200
n

=1

n

with probability at least 1 — 4.

To check for mistakes, look at the units: X;, u, and ¢ have the same units, while ¢
and n are unitless. Here, we can see that the units match up.

(b) How many samples are needed to that % Yoy X — p < t with probability 1 — 47 Let
§= exp(—%), and solve for n to get n = %log(l/(S).

3.3 Examples of sub-Gaussian random variables

Example 3.1 (Rademacher random variables). Consider a Rademacher random vari-
able ¢ ~ Unif({£1}). ¢ is 1-sub-Gaussian.

Proof.
1 1
E[e*] = 56)‘ + ie*)‘

A/2 One way is to use the Taylor expansion:

We want to upper bound this by e

ToZul !
k=1
>
p— ' .
£ (2k!)

If we take the Taylor expansion of e/ 2 weget 1+ 22, A2k2k k1 To compare the Taylor
expansions, we only need to show that (2k)! > 2Fk!. d

Example 3.2 (Bounded random variable). Let X € P([a,b]). We claim that X is (b—a)-
sub-Gaussian.”

Proof. Instead of a direct calculation, we use a series of tricks.
Trick 1: Let X’ £ X with X, X’ independent. Then

Ey [e/\(X—u)] = Ex[eMBx [X’]]

Trick 2: Use Jensen’s inequality to get e *EX'] < E[e=*X']. This gives

S EX,X’ E[G)\(Xi‘x/)]

5Tt is actually possible to show this with parameter (b — a)/2, but we will not show this fact in this
lecture.
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Trick 3: Introduce e ~ Unif({£1}) with ¢ independent of (X,X’). Then (X — X') <

X - X

— E87X7X’ ]E[e)\E(X*X/)]

Using the tower property of conditional expectation,
= Ex x/[Ec[e*X %) | X, X7]]
By the 1-sub-Gaussianity of e,
<Ex.x [e)\Z(X—X’)2/2]
Since (X — X’) < (b — a)? by the boundedness of X, X',
< NP2 -

Remark 3.1. These tricks will be useful in later lectures and in statistics research. This
technique is known as symmetrization.

3.4 Equivalent characterizations of sub-Gaussianity
Here are some

Theorem 3.1 (HDP 2.6 or RV 2.5.1). Let X be a random variable. Then the following
are equivalent:

(i) The tails of X satisfy

12
P(|X| >t) <2exp (—2> vt > 0.
k1

(ii) The moments of X satisfy
IX|[e = (B[ XP[DVP < ko/p, — Wp=>1.

(iii) The moment generating function of X2 satisfies

1
E[exp(A\2X?)] < exp(r3A?) VA such that |A < —.
K3

(iv) The moment generating function of X? is bounded at some point:
Elexp(X2/k2)] < 2.
Moreover, if E[X] = 0, then properties (i)-(iv) are also equivalent to
5. The moment generating function of X satisfies

E[exp(AX)] < exp(kZA?/2) VYA eR.

21



Here, k1,..., k5 are universal constants.
Proof. Proof is an exercise. O

Remark 3.2. Some people define sub-Gaussian through property (i) instead of (v). It can
also be defined in terms of Orlicz norms, which are covered in an exercise in Wainwright’s
book. We use the moment generating function definition because a tensorization property
will be important to us later.

Proposition 3.2. There is a universal constant k such that if X is o-sub-Gaussian and
Z is a random variable bounded by 1, then ZX is ko-sub-Gaussian.

Remark 3.3. Z and X can be dependent!

Proof. We can use any of the characterizations (i), (ii), (ii), (iv) to prove this. (v) doesn’t
work as easily. O

3.5 Sub-exponential random variables

Let G ~ N(0,1). Then G? is not sub-Gaussian. This is because E[G?] = 1, and

1 o0 2 2
E[MG2-1) _ / A1) =222 g,
[ =% -
67)\
I Bvi= A<1/2
00 A>1/2.
We can still derive a good but weaker tail bound for this kind of random variable.

Definition 3.2. A random variable X is (v, «)-sub-exponential if

EAX 1) < 22y < 2.
«

We can see from this definition that sub-Gaussian variables are sub-exponential with
any a > 0.
Example 3.3. If G ~ N(0,1), then G? is (2, 4)-sub-exponential.

Proof. We want to show that

“A
1
E[MC*D)] = < 2’ VAl < -
S N A=
we can do this by comparing Taylor series. O
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Combining this definition with Chernoff’s inequalitiy, we have that if X is (v, a)-sub-
exponential, then
E[eA(X —H)

P(X —pu>t) §ir)\1f v

61/2/\2/2
T v
A<1/a €

= exp ( inf 2\%/2 — /\t>
A1/«

If this interval contains A = ¢/v2, then this is the minimum. Otherwise, the minimum will

be on the boundary.
Jexp(—4y) it
- p .
exp(gez — £) if

S S
A\VARVAN

Q==

«

Lo 2 . .
The second expression is < exp(—-54- — L) = exp(—55). So we can write this as

[t
< exp ( —min 22 95 .

|+

Why is this called “sub-exponential?

(a) If Z ~ Exp(1/a), then

P(Z >t) =exp (—t> .
«
(b) Exp(1) is (v/2,2)-sub-exponential: If Z ~ Exp(1), then
1 ii
Zi§(G%+G%)> G1.G2 X N(0,1).

Then

E[eMZ)] = E[e2 (G1+G5-2))
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for [N\ < 1/2,
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4 Bernstein’s Inequality, the Johnson-Lindenstass Lemma,
and More Concentration Inequalities

4.1 Bernstein condition for sub-exponentiality

A bounded random variable is sub-Gaussian and hence is sub-expoenntial, but we can get
a tighter quantitative sub-exponential bound.

Proposition 4.1. Suppose X has a mean p and variance 0. Suppose that E[(X — ,u)k] <
%k‘!azbk_2 for all k > 2. Then X is (v/20,2b)-sub-exponential.

Note that the units in this inequality condition make sense. This condition is called
the Bernstein condition.

Proof. We just need to show that the moment generating function is bounded: Do a Taylor
expansion:

No? K LE[(X — )]
AMX—p)1 k
B[] =14+ = +§)\7k!

k=3

Ag2  \202
<1 k=2
Sl ——+ = ;(wb)

This is a geometric series, so we can simplify it.
o2 /2
1 — b|A|
< c(A\20?/2)/(1-b|X])

<1+

When [A| < 55,
< N(V20)/2, O

Now let X be a random variable with Var(X) = 02 and 0 < X < b. Then

E[IX — "] < BI|X — pf? -5+
_ 0_2bk72
k!
< 50_2()]{?—27

so X is (\@a, 2b)-sub-exponential. Last time, we had that X is b-sub-Gaussian. So the
sub-exponential tail bound here is stronger in the region where the sub-exponential and
sub-Gaussian tail behaviors are similar.
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4.2 Bernstein’s inequality

Lemma 4.1 (Bernstein’s inequality). Let {X;}c[, be independent with E[X;] = p; and
Xi (vi, oi)-sub-exponential. Then Y ;" | (X; — i) is sub exponential with parameters v, =

\/ Do v? and o, = max; ;. Moreover,

L e/t < 2/a,
1 L) > < =
P (n > (X — ) > t)) = {e—nt/(Qa*) t>v2/a,

i=1
Proof.
Efe* = (Ximh)] — ﬁE[e)‘(Xi—ui)]
< :\l v/,
forall A <1/ Max; e, 0. .

Let (Xi)igm) 19 X be (v, b)-sub-sexponential. Then

1 <& —nmin{L

g ( Z(Xi — i) > t)> <e o)

n
=1

(a) How do we extract the order of 2 37)i = 1"X; — u? Set § = exp(—n min{%, %1,
and solve for ¢ to get

n ’ n

. max{y 2log(1/9) b210g(1/5) } .

This tells us that

21og(1/6)) ,2log(1/6
- ZXi_“ < max {u og;/ ) , b Ogn(m /9) } with probability at least 1 — 4.
i=1

For small ¢, the first term is the dominant term while the second is a burn-in term.

(b) How many samples do we need to have %Z?:l X; — p < t with probability 1 — 67

Set 0 = exp(—n min{%, % }) and solve for n to get

202 2b
n = max {; log(1/6), — 1og(1/5)} .
When ¢ is small, the first term is dominant, while the second is of smaller order.
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Example 4.1. Let X; be iid with support in [0,b] and Var(X;) < v2. We know that
X; is b-sub-Gaussian and (v,b)-sub-exponential. In order for |1 3" X; — u| < e with
probability 1 — 9,

G(l) = >gl !
S n_€2 og 5)°

v? 1\ b 1
SE(Vvl) - anaX{gglog <5>7510g <5>}

When € < b, glog(%) < g—z log(%). So the sub-exponential bound is a stronger bound.

4.3 An application: the Johnson-Lindenstrass Lemma

Let Y = Y% | Z; with Z; ~ N(0,1). Then Y ~ x?(n). Last time, we showed that Z? is
sE(2,4), so Y ~ sE(2y/n,4). By Bernstein’s inequality,

1 n

P < =y 77 -1
s

Here is a problem: Suppose we have {u1,us,...,ux} C R? with a high dimension d.

Can we find a F : R? — R™ with some small m such that the distances are preserved?
That is, we want

> t> <28 wr <.

| F(u;) — F(uy)
i — w3

1-6<

2
I <1446, Vi jel[N]

How small can we make m? The Johnson-Lindenstrass says that we can achieve this by
random projection.

Lemma 4.2 (Johnson-Lindenstrass). Let X € R™*? have entries X; by N(0,1), and let
F :RY — R™ be defined as R(u) = ﬁX -u. Then for any fized {u,...,uny} C R%, as
long as m 2 E% log(%), then with probability 1 — 0, we have

1 (ui) — F(u;)

1—-e<
[Jui — w3

2
I <l-¢, Vi je|[N].
Remark 4.1. The dimension that we can reduce to is of order log N, where NN is the

number of points. So no matter the dimension d, we can always reduce the dimension to
order log N.
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N P2
Proof. Denote Y; ; = £ = Fupll; - We claim that Y;; ~ x*(m)/m. Then Bernstein’s

llwi—ujll3
inequality will give ,
P(|Y;; — 1| >t) <2/ wi<1.

Using a union bound on all N(N — 1) < N? pairs i # j, we get
P (3i,j € [N] s.t.|Vi; — 1] > t) <2N2%e /8w <1,
Setting the right hand side equal to §, we can solve for m to get

8 g (V) C g (Y
m_tzog 5 —tQOg 5

_ IF(i)—F(u))|3

Now let’s verify the claim that Y; ; = ~ x%(m)/m. Note that

||uz—uJH%
1 i — sl
ﬁX(Ui —uj) ~ N (0’ HZm]HQIm> 7
which implies that
X (u; —uy)|13
W ~ Jlui = uj[3x*(m) /m.

This proves the claim. O
Remark 4.2. If we use Markov’s inequality instead of Bernstein’s inequality, we get a
worse bound.

4.4 Equivalent characterizations of sub-exponentiality

Theorem 4.1 (2.13 in HDS, 2.7.1 in HDP®). The following statements are equivalent:

(a)
P(IX[>1t) <2exp(—t/k1),  Vt=0.

(b)
IX|Ie = BIX PP < kop,  ¥p>1.
(c)
Elexp(A[X])] < exp(is)) YA 5. 0< A< -
K3
(d)

Elexp(|X|/r4)] < 2.

SThese two theorems actually say something slightly different.
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Moreover, if E[X] =0, (a)-(d) are equivalent to
5. )
Elexp(AX)] < exp(X\*k3/2) VAl < —.
K5
Here, K1,...,Ks are universal constants.
We will not give the proof here, but you can check either textbook. Here is an example:

Example 4.2. Let X; ~ sG(01) and X3 ~ sG(o2) be not necessarily independent with
E[X;] = E[X3] = 0. We claim that X; Xy ~ sE(Ko109, Koj02) for some universal K. For
this, we can use property (b) above: First rescale X; and Xo for simplicity. Using the
Cauchy-Schwarz inequality,

» op1/2 op1/2
o1 ]| o2 (o] 02
_ Xl p )(2 p
01 |[p2p || 02 |[L2p

By the rescaling, X;/o; ~ sG(1) for ¢ = 1,2. The sub-Gaussian condition says that

|G| r2» < K(2p))P for all p.
< KP(\/2) - K7(/2)"
= K?P(2p)P.

This tells us that |21 32|, < K22p for all p.

o1 02

4.5 Bennett’s inequality

Here is a stronger bound for bounded random variables. Here, we don’t require bounded-
ness from below.

Lemma 4.3 (Bennett’s inequality). Let (X;)cn be independent, where X; — E[X;] < b
a.s., and v} := Var(X;) for alli € [n]. Then

1=1 i=1"1

where h(u) = (14 u)log(l + u) — u.

Remark 4.3. This has a stronger assumption than Bernstein’s inequality and provides
a stronger bound than Bernstein’s inequality for bounded random variables. However, it
doesn’t often improve much over Bernstein’s inequality.
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4.6 Maximal inequality

Lemma 4.4. Let (Xz-)ie[n] be a sequence of random wvariables. For any convex, strictly
increasing 1 : R — R>q, we have

E [maxx,] <y (gE[M)}) ,

i€[n]
P (i 1) < 3 EEE0
Proof.
E [maxXZ] =K [wl (maXT/J(Xi)>}

i€n] i€[n]
Using Jensen’s inequality,

<yt <E [maxin)D

i€[n]
Upper bounding the maximum by the sum,

=y ( E[l/}(&')]) - m
i=1
Example 4.3. For X; ~ sG(0), take 1(u) = e**. Optimizing over \, we get
E [mzﬁcXi] < oy/2log(n).
€N

This gives an important intuition:: n sub-Gausian random variables have maximum of

order /log(n).

4.7 Truncation argument

Here is a very useful technique in research for getting concentration inequalities for random
variables which are not sub-Gaussian nor sub-exponential.

Example 4.4. Let X; = G}, where (Gi)ien) S N(0,1). Then E[X;] = E[G}] = 3, but
E[e*Xi] doesn’t exist. However, we still want to upper bound 1 37 | X; — 3.
Here is the technique:
Step 1: Find b, such that

P <maXX,~ > bn> < g

and &, such that



Step 2: Apply Hoeffding/Bernstein and get

1 « B)
P <n D (Xilix,<hy — EXilix,<p,]) < tn) =1-3
=1

Step 3: Combining Steps 1 and 2 implies that

P (1 Zn:(xi _E[X)] < tn +5n> >1-4,

n -
=1

As an exercise, figure out by, t,, e, as a function of n and 4. The requirement is that

tp +en~ 5(%)
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5 Martingale Concentration Inequalities

5.1 Motivation and overview

Our goal is to get a tail bound for X; + --- + X,;, where the X; are independent. Here is
our solution so far:

(a) Chernoff inequality bounded by MGF.
(b) Bound MGF using sub-Gaussian and sub-exponential properties.

(c) Many commonly used random variables are sub-Gaussian or sub-exponential.

What about more complicated structure?
1. Sometimes, we want to show concentration of S,, = f(X1,...,X,) = f(X1.n)-

2. Sometimes, we want to show concentration of S,, = Zle X¢, where {X;}¢>; is cor-
related. We can deal with this if it is a Martingale difference sequence.

This lecture, we will take the approach of a Martingale concentration inequaltiy. We
will use Markov’s inequality on e*» along with a conditional MGF bound and optimizing
over . We will see

(a) Doob’s Martingale representation

(b) Azuma-Hoeffding, Azuma- Bernstein, and bounded difference inequalities
(c) Applications
)

(d) Variants: Freedman’s inequality and Doob’s maximal inequality

Example 5.1. Suppose X1, ..., X, © Py € P([a,b]). We want to estimate § = E o cidp [9(X, X)),
) ~IX

[ or g(x,2") =

where we assume that g : R> — R is symmetric (such as g(z,2') = |z — z
3(z — 2/)% In the latter case, = Var(X).
Hoeffding introduced U-statistics for estimating these parameters 9:

1

U(X1n) = Y Z g(Xi’Xj)-
(2) 1<i<j<n
If we let R 1
Py x = ﬁ Z 0(X;.X;)
2

1<i<j<n

be the empirical distribution, then U(Xi.,) = E(XyX/)[g(X, X")]. The U statistic is an
unbiased estimator of 6 because

E[U(X1.0)] = E[g(X, X;)] = 6.
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This has the smallest variance among all unbiased estimators.
Today, we will show the concentration bound

nt?
B(U — 0] >t gzexp<_>.
| | 21) 2/|gll oo

This is significant because U is not a sum of independent random variables, so our previous
technology does not work here.

5.2 Doob’s martingale representation of f(Xi,...,X,)

Now return to the setting where we are dealing with f(Xi,...,X,), where the X; are
independent. Define
Yk = E[f(Xln) ’ Xl:k] k > 0.

We can think of conditioning on Xj.; as conditioning on the o-algebra Fj, = o(X7.x)

Example 5.2. Here is the example to keep in mind: Let f(X;.,) = X1 +--- + X, with
independent X;. Then

Yi=X1+ 4+ X +EXp1] + - + E[X,].

Further define the difference
D.=Y,—-Y._1.

In the previous example, Dy = Xj — E[X}]. We can in general write

n

FX)=Ef(X)] =Y, =Yoo= (Yi—Yi1) =) D
k=1

k=1

We call {Y;} a martingale sequence and {D;} a martingale difference sequence.
Let us recall what a martingale is.

Definition 5.1. A filtration is an increasing nested sequence of o-algebras
FrCFhC---CF,C-.

Often, we take Fj, = o(Xy.). If the filtration is not defined properly, the result you
get may not be true.

Definition 5.2. If we have {Y}}?°,, where Y}, is Fj-measurable, then we way that {Y}}
is {F)}-adapted.

Definition 5.3. {(Y%, Fk)}r>1 is a martingale sequence if

1. {Yy} is adapted to {Fy}.
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2. E[|Vi]] < oo,
3. E[Yy | Foot] = Vi1

Martingales are often used to model gambling problems where your strategy can depend
on the outcomes of the past. If you don’t have a martingale, you can sometimes subtract
the mean to get one.

Definition 5.4. {Dy};>1 is a martingale difference sequence if {} ;| Di}n>1 is a
martingale with respect to {F }r>1.

Example 5.3. Let {X;}i>1 id Px, where E[|X|] < oo. Denote p = Ex[X] and S} =
ZI;:I Xs. Then {(Xy — kp,0(X1.%)) }k>1 is a martingale.

Proof. We only need to check the third property:
E[Sk — kp | X1g—1] = Sk—1 — (k= 1)p
=Y 1. O

Example 5.4 (Doob’s martingale). Let {X;};>1 be independent” and E[|f (X1, ..., X,)|] <
oo. Then {(Yy = E[f(X1:n) | X1:k), 0(X1:1)) }&>1 is a martingale sequence.

Proof. Again, we only check the third property:
E[YkJrl ‘ U(X1:k>] = E[E[f(Xln) ’ Xl:n—l—l]Xl:k]

= E[f(Xl:n) | Xl:k]
=Y,

The second equality is by the tower property of conditional expectation. ]

5.3 Martingale concentration

Most inequalities for an iid sum have a martingale version. Here is a martingale version of
Bernstein’s inequality.®

Theorem 5.1. Let {(Dy, Fi)} be a martingale difference sequence. If

1
E[eM* | F_1] < N vil? a.s. VA < —,
873

then

1. 54 1 Dy is SE(\/m, maxy<n ) -

"In class, we had this assumption, but I don’t think it is actually needed.
8This inequality does not have a formal name, but you may call it an Azuma-Bernstein inequality.
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> D

k=1

12 t
P >t] <2 —min{d ———— ——
< - )— o (-omn {555 50 )

This condition is that a random variable given by the MGF is bounded. We will see
later how to check this condition.

Proof. We can start with the Chernoff bound

n n
P <2Dk> >t < ing.
k=1
Then we can bound the moment generating function by using the tower property of con-
ditional expectation
E[e* Xi=1 Dk] = B[} Zioi Dk B[eAPn | F ]

Using A < ﬁ,

< E[e’\ SpZ! Dy 6>\2y,§/2]

= E[e’\ POt Dk]e/\QVi/Q
Iterating this argument, we get

< N (k= )2

forall N\ < — 1L O

maxg<n Ok

Remark 5.1. In this theorem, the v are deterministic. In the case where the v are
Fir_1-measurable, we will get a related but different bound.

Here is a corollary which is sometimes easier to use than the previous theorem.

Corollary 5.1 (Azuma-Hoeffding inequality). Let {(Dg,Fx)} be a martingale difference
sequence. Suppose there exists {(ay,by)}}_, such that Dy € (ag,by) a.s., where by, ay are
Fr—1-measurable and |by, — ag| < L. Then

1. Y h_ Dy is sG(y/> o5y L3/2).

2t2
P( Zt) =2er <ZZ_1(bk—ak)2>'

Proof. We have E[e*P* | Fj,_1] < N (=ar)*/8  Use the same proof as before. O

DD

k=1
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Now specialize to Doob’s martingale
Dy =E[f(X1:) | Xvk] — E[f (X1:n) | X1ig—1]-
Definition 5.5. f(x1,...,z,) is a bounded difference function if for all k € [n], z1.,, x},
|f(@1h—1, Tk, Thp1n) — F(@ 101, T, Trgrn)| < L.

This is a condition on how much the function changes if we change 1 coordinate. Here
is a corollary of the Azuma-Hoeffding inequality

Corollary 5.2. Suppose that f : R®™ — R is Li.,, bounded and Xi., has independent
components. Then for all t > 0,

2
P(f (K1) — ELF (X1l = 1) < 2exp (—%) -

Proof. This is Azuma-Hoeffding with Y Dy = f(X1.,) — E[f(X1.n)]. Here, there exist
Ay < Dy < By, where |B — Ai| < Ly, because we can let

By, =supE[f(X1.n) | Xik—1, X = 2] — E[f (X1:0) | X1:p—1],
A = ing[f(Xlzn) | Xik—1, Xi = 2] = E[f(X1:n) | Xig—1]- O

5.4 Applications

Example 5.5 (U-statistics). Here is how we can get a cncentration inequality for U-
statistics: Recall that

1
U(Xlzn): nN Z |Xi_Xj’a XZNPX GP([_b7b])
(2) 1<i<j<n
Then
/ 1 /
U (X1, Xis Xiptin) — U(X1ho1, Xpy Xpg1m) = v [ D 1 X = Xi| = [ X — X3
(2) s#k
1
< o Y Xk — X
(2) s#£k
<2 o)
“n(n—1)
4b
< =,
n
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So U is (%, LIS %)—bounded difference. This gives the tail bound

n

2t2 12
N,z 16

That is,
log(2/6
U (X — 0 < by 2820 i probability 1— 6.
n
Example 5.6 (Supremum of empirical process). Suppose we have samples (Z;);cn] S Pz,

where Z; = (X;,Y;). We can define the loss function ¢ : Z x © — [0, 1] and the empirical
risk

~ 1 &
R =— i:0).
n(0) =~ > U(Z:9)
k=1
Correspondingly, we have the population risk
R(0) = E[R, | 0] = E[¢(Z;0)]
In statistical learning theory, we are often concerned with the excess risk

E[Z1.m] :=sup R(6 — R, (6).
0cO

We can use an empirical risk minimizer 511, and we want to upper bound R(é\n) <

~

R (00) + E(Z1n).-
Ri9)

Ri9

&,

We claim that £(Z1.,) is (1/n,...,1/n)-bounded difference. Then

\E(Z1.m) — E[E(Z1:)]| < log(2/9) with probability 1 — 4.
n
Proof. Fix Zy.,, and let §, = argmaxyco(R(0) — ﬁn(Q)) Then £(Z1.n,) = R(0) — ER(H*)
We want to look at
/ 1 -
\E(Z1n) — E(Z1ik—15 Ziys Zirn) | = -~ > (U(Zi;0.) — BIU(Zi36.)))
i=1
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—sup~ (623 60) — El6(Z:6))
fco M itk

_ %(g(z,g;e) —E[(Z;;0)))

IN

% Z(E(Zi; 0.) —E[l(Z;;0.)])
=1

N % > ((Zi:6.) — E[K(Z56.))
i#k
_ %w(Z;; 0.) — E[((Z;;6.)))

(U(Z; 0) — U(Zy; 64))

S

<

Remark 5.2. This doesn’t say anything about
E [sup R,(0) — R(G)] :
0

5.5 Freedman’s inequality

Our “Azuma-Bernstein” inequality says that if E[e*Pr | Fp_y] < e**¥/2, then
1< 25 P 2\ 2a.log (2
— E Dy| < max \/"Zk_lk log <> , w with probability 1 — §.
n n
k=1

) n
However, sometimes 1/,% is not deterministic and instead is JFi_; measurable.

Theorem 5.2 (Freedman’s inequality). Let {(Dy, Fi)} be a martingale difference sequence
such that

1. E[Dg | Fi=1] =0.
2. D, <b a.s.
Then for all X\ € (0,1/b) and ¢ € (0,1),

P ZT:X <)\ZT:IE[D2]]-“ |4 081/ oy s
t = k k—1 ﬁ = .
t=1 t=1

This is useful in bandit and reinforcement learning research.”

9For example, see Theorem 1 in Beygelzimer, Langford, et. al. 2010.
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5.6 Maximal Azuma-Hoeffding inequality

Recall Doob’s maximal inequality for sub-martingales.
Lemma 5.1 (Doob’s maximal inequality). If {Xs}s>0 is a sub-martingale, i.e.
Xs <E[X; | Fs] Vs < t,

then for all u > 0,

E X7.0
P<Sup mu> - Elmax{X7,0)]
0<t<T u

This gives rise to a maximal version of the Azuma-Hoeffding inequality:

Theorem 5.3 (Maximal Azuma-Hoeffding inequality). Let {(Dy, Fi)} be a martingale
difference sequence, and suppose there exists {(a,bi)}r_, such that Dy € (ag,by) a.s.

Then
i 212
Pl sup Dy >t §exp<— )
<0<k<n ; ) 2 k=1 (b — ag)?
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6 Gaussian Concentration

6.1 Freedman’s inequality

Last time, we generalized the Hoeffding and Bernstein inequalities for independent random
variables to Azuma-Hoeffding and “Azuma Bernstein inequalities for martingales.”
Our “Azuma-Bernstein” inequality says that if E[e*Px | Fr_y] < e¥*7i/2, then

2 n 2 2

25 2\ 2a, log (2

< max \/”Zk_lyk log <5> , Lg((;) with probability 1 — 9.
n n

1 n
n 2D

However, sometimes v2 is not deterministic and v2 = E[D? | Fj_;] instead is Fj_; mea-

surable.

Theorem 6.1 (Freedman’s inequality). Let {(Dg, Fx)} be a martingale difference sequence
such that

1. E[Dy | Fr=1] = 0.
2. Di. <b a.s.

Then for all A € (0,1/b) and 6 € (0,1),

P ZT:X <A§T:E[D21f |4 081/0)) oy s
t > k k—1 f - .
t=1 t=1

This is useful in bandit and reinforcement learning research.'”

6.2 Maximal Azuma-Hoeffding inequality

Recall Doob’s maximal inequality for sub-martingales.

Lemma 6.1 (Doob’s maximal inequality). If {Xs}s>0 is a sub-martingale, i.e.
X, <E[X,|F)] Vs<t,

then for all u > 0,

u

P(sup X;>u

0<t<T

> < E[max{ X, 0}]

This gives rise to a maximal version of the Azuma-Hoeffding inequality:

OFor example, see Theorem 1 in Beygelzimer, Langford, et. al. 2010.
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Theorem 6.2 (Maximal Azuma-Hoeffding inequality). Let {(Dy, Fi)} be a martingale
difference sequence, and suppose there exists {(a,bi)}p_, such that Dy € (a,by) a.s.

Then
i 212
Pl sup Dy >t <exp(— )
<0<k<n 2 ) > =1 (b — ag)?

s=1

If we used the usual Azuma-Hoeffding inequality instead, we would need to use a union
bound, which would give a factor of n in the bound. We can write this conclusion as

k
[C'log(1/96)
su E Dy, < EE—
ogkgnsz e n

If we have the extra factor of n, we get an n/J instead, which can sometimes be not a big
deal for our bound since we are taking a log.

6.3 Gaussian concentration

Lemma 6.2. Let X1, Xo,..., X, id N(0,1) and f : R™ — R such that f is L-Lipschitz

e @)~ f@) <Lz —yls  Vey R
Then
1 f(Xim) — E[f(X10)] is sG(D).
2. )
B(1f(X1n) — ELf (X1a)]] > 1) < 2exp () |

Remark 6.1. We need f to be Lipschitz as a whole function! It’s not just sufficient for
the function to be coordinate-wise Lipschitz.

Remark 6.2. If the X;s are non-Gaussian, this doesn’t always hold with only Lipschitz-
ness.

There are many different proofs of this lemma, but none are very simple.
Proof 1: Gaussian interpolation method
Proof 2: Gaussian isoperimetric inequality
Proof 3: Gaussian log-Sobolev inequality + Herbst argument

Today, we will present a proof using the Gaussian interpolation method, which is useful
in research. However, this is a technique where you need to develop some intuition to
understand it.
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6.4 Examples of Gaussian concentration

Example 6.1 (Order statistics). Let (Xi)ic[n S N(0,1). The order statistics are the
random variables arranged in increasing order: X(;) < X(9) < -+ < X, Let fr.(X1) =
X(k)- This is Lipschitz:

| fr(X1m) = fe(Yim)| = [X(g) — Y|

<D Xy — Yl
k=1

The rearrangement inequality says that if you sort the terms, the distance is greater
than the distance of with unsorted terms.

< DX - Y2
k=1

= [|X = Y2

This means that L = 1, so X3 — E[X(y)] is sG(1). Therefore,
| Xy — E[X(1)]] < V1og(2/8)  with probability 1 — 4.

If we apply this to k = n, we get

m?}](Xi —-E [m?)](XZ} = 0p(1).
1€[n i€n
———
v2logn

Example 6.2 (Singular value of Gaussian random matrices). Let

X1 o Xig

X=1: | erd X, M N(0,1).

Xn,l e Xn,d

Let fr(X) = ox(X) be the k-th largest singular value of X. For example, fi(X) = || X||op-
It can be shown that E[||X||op] ~ /7 + Vd. We can show that f;, is Lipschitz; what is
the norm we want to be using for a matrix? Define the vectorized version of the matrix as
VeC(X) = (Xl,la X172, e ,XLd, X271, ey X27d, e 7Xn,d)- Then

Ivee(X) —vec(Y)llz = IX = Y|r = [ (Xij—Yij)?
i
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where || - |7 is the Frobenius norm. Now we have

[fe(X) = fr(Y)] < |ow(X) — on(Y)]
Weyl’s inequality, a deterministic linear algebra result, says that
< HX - YHOP
<X =Y,
so L = 1. Weyl’s inequality can be proven by using the variational representation of

singular values.
This calculation tells us that fi(X) — E[fx(X)] is sG(1), so

fe(X) — E[fe(X)] < V/log(2/6)  with probability 1 — 4.
Applying this to k = 1 gives
1 XTlop = E[l[ XTlop] | = O(1).
N —r
Vn+Vd

6.5 Gaussian complexity

Gaussian complexity is a very important notion in compressed sensing. Suppose we have
a set A C R™. How do we measure its “size”? A reasonable size function S should at least
satisfy S(A) < S(B) if A C B. Here are some reasonable size functions:

1. Euclidean width: D(A) = maxae4 ||al|2.

2. Dimension: A line has dimension 1, and a plane has dimension 2.

iid

Definition 6.1. Given a set A, let W = (Wy,...,W,)" € R® with W; ~ N(0,1). The

Gaussian complexity or ”"statistical dimension” of A4 is
G(A) == Ew~n(,1,) [Sup<aa W>] :
a€A
Note that if we don’t take the supreumum in the expectation, the quantity would be

0. This quantity is always nonnegative.

Example 6.3. Let B,(r) = {x € |R" : ||z||, < r}. Then

G(By(r)) =E [ sup (x, W}]

l[z|lp<r

If ¢ is the conjugate exponent of p, so 1% + é = 1, this is the variational representation of
the || - |4 norm:

rE[[[Wllg]
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~rnt/e,

Note that if py < pa, then g1 > g2, s0 G(By, (1)) < G(Bp,(1)).

We want to show that f(W) := sup,c4(a, W) concentrates. Fix w,w’ € R". Then

f(w) = f(w') = sup(a, w) — sup(a, w’)
acA acA

* _
Denote a* = arg max,{(a, w)

= (a*,w) — sup(a,w’)
acA

= Cing(a*’ w) — (a, w/>
< {(a*w —w')
< flaxlllw — 'l

< D(A)[w — w']2.

The other side can be proven similarly, so f is D(A)-Lipschitz. Concentration says that
f(W) is sG(D(A)).

Example 6.4. If we let A= Ba(R), then

since D(A) = r.
6.6 Proof of the Gaussian concentration inequality (interpolation method)
Lemma 6.3. For all conver ¢ : R — R and differentiable f : R™ — R,
Elo(f(X) —E[f (V)] < E[p(5(VF(X), V)],
where X,Y % N(0, 1,,).
First, assume this lemma holds, and prove Gaussian concentration:

Proof. Take ¢ = exp(A-). THen

Elexp(A(f(X) —E[f(Y)])] < Elexp(AF(Vf(X),Y))]
Observe that Z(Vf(X),Y) is N(0, Z |V f(X)|2

2
= ]EX[exp(/\;vaf(X)H%)]

2.2
< exp <)\27;L2> .

This says that f(X) — E[f(X)] is sG(5L). O

given X.
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The above proof gives a worse constant, but the constant can be improved with different
methods. Here is the proof of the lemma:

Proof. First, use conditioning and Jensen’s inequality to say that.

Elo(f(X) —E[f(Y)])] < Exy[o(f(X) = f(Y))]

The idea is to use the integral representation of the Taylor expansion to interpolate between
X and Y. Observe that if Z(6) = X cosf + Y sin6, then for every 6, Z(0) 2x 2y and

Z'(6) 2 x £ y. Another important property is that Z(0) L Z'(); this is because
Z(0),7'(0) are Gaussians with 0 covariance. Now

w/2
F(X) — F(YV) = /O (VI(2(60)), 7'(0)) db,

SO we can write

w/2
E[6(f(X) - [(Y)] =E ¢< / <Vf<Z<e>>,Z’<9>>d0)]

Using Jensen’s inequality, ¢( [ -df) < [¢(---)df when [--- df = 1.

w/2
2/ Elp(3(VF(Z(0)),Z'(0))))do
0

IN

™

= Elp(3(VSf(X),Y))]. B

This proof is very delicate, and the construction looks ad hoc, but it is actually very
useful in a variety of situations.

6.7 Other methods for establishing concentration

1. Matrix concentration: If (X;);cpm) C R™*d with X; S X, can we find a bound for

?

1 n
=3 X; - E[X]]
n -

=1

op

The answer is yes; there is a matrix Bernstein inequality, Rudelson’s inequality, and
a matrix Freedman inequality. These involve the matrix MGF and Lieb’s inequality.
For more, see An Introduction to Matriz Inequalities, Tropp 2015, and Introduction
to Non-asymptotic analysis of random matrices, Vershynin 2010.

2. Entropy method and the Herbst argument
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Definition 6.2. The Herbst argument is that a sufficient condition for X to be
sG(o) is to show that

2 2
H(e*X) < No”

— 2 E[e)\XL

where H is the entropy.

Why do we want to look at H(e**)? This is because it has a good tensorization
property when X; are independent:

H(e)\f(Xl;n)) <E ZH(eAfk(Xk) ‘ X\k:)

i=1

easy to handle when
fk Lip., Xk bdd

For this, see chapter 3.1 of Wainwright’s textbook or chapter 3 of van Handel’s
textbook.

. Isoperimetric inequality: This is a geometric property in R” with Lebesgue measure.
If A C R™ has fixed volume and we want to minimize the perimeter, then the solution
is when A is a ball. This generalizes to other measures:

X~p=| NOIL) | S"'(yn) | Unif({£1}")
‘ Half space ‘ Spherical cap ‘ Hamming ball

The isoperimetric inequality implies that f(X) concentrates when f is Lipschitz. For
this, see chapter 3.2 of Wainwright’s book and also see Chapter 7 of the book by
Lugosi, Massart, and Boucheron.

. Transportation approach:

Lemma 6.4 (Bobkov-Gotze). Given a measure u € P(R™),

X ~ p,Vf 1-Lipschitz, f(X) is sG(o) < Wi(v,p) < /202 KL(v || p)Vv € P(R"),

where W1 is the transportation distance and KL is the relative entropy.

This property on the right also tensorizes in some way. For more on this, see chapter
3.3 in Wainwright’s book or chapter 4 in van Handel’s book.
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7 Concentration Inequalities for Convex Functions

7.1 Overview

Let X1, Xo,..., X, be independent, and let Z = f(X1.,), were f : R” — R. We have been
asking the question: “when is there a high probability bound for |Z — E[Z]|.
Earlier, we had a solution in terms of the bounded differences inequality:

Theorem 7.1 (Bounded differences inequality). Suppose that f : R™ — R is L., bounded,
i.€.
|f(X1m) = (@101, Ths Thg1m) | < Ly V1, Tk,
iid

and X1,...,Xn ~ N(0,1). Then for all t >0,
2t2
P(lf(X1m) — E[f(X1:)]| 2 8) < 2exp | — =35 | -
> h—1 L,

This martingale concentration method let us control U-statistics and the supremum of
an empirical process.
Last lecture, we had the Gaussian concentration inequality:

Theorem 7.2 (Gaussian concentration). Let X1, Xa,..., X, Py N(0,1) and f : R" - R

such that f is L-Lipschitz in || - ||2, i.e.

If(x) = f)| < Ll|lz—yll2  Vx,y € R™.
Then
1. f(X1) — E[f(X1:)] is sG(L).
2. p
P(|f(Xin) — E[f (X1)]| > ) < 2exp <_2L> |

This let us discuss the singular values of a Gaussian random matrix and Gaussian
complexity. To generalize this, the intuition is that we need 2 components:

1. We require the function f to not change much under perturbation of x.

2. We require the measure of X to behave sufficiently nicely.
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7.2 Concentration of separately convex, Lipschitz functions

Theorem 7.3 (Concentration of separately convex, Lipschitz functions). Suppose that

1. f is L-Lipschitz and coordinatewise convex:

2 f(z1m) >0 if OFf emists

2. (Xi)igjn) independent with X; € [a,b] a.s.
Then )
t
) — )] > 1) < ).
P(F (1) = B (X0)] 2 0) < o0 (5300

This is a one-sided inequality; we don’t have a lower tail bound here. To derive this
result, we use the entropy method and the Herbst argument. This is covered in chapter
3.1 in Wainwright’s textbook.

Remark 7.1. This has a stronger assumption than the bounded difference inequality, but
it gives a stronger result.

7.3 Concentration of convex Lipschitz functions

Theorem 7.4 (Concentration of convex Lipschitz functions). Suppose that

1. f is L-Lipschitz and convez:

V2f(x) =0 if V2f exists

2. (Xi)ign) independent with X; € [a,b] a.s.

Then f(X1.,) — E[f] is sG(L(b — a)), so

t2
B(/(|X1n) — ELf (X1 > 1) < 2exp (—M_)) -

Remark 7.2. Unlike the previous inequality, this one gives us an upper and lower tail
bound. This has a stronger assumption than separate convexity, but it gives a stronger
result.

To derive this result, Wainwright’s book use a transportation approach. This is in
chapter 3.6.
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7.4 Applications
7.4.1 Rachemacher complexity

If A C R"™, how do we measure its size? We previously defined the Gaussian complexity

G(A4): _EW“NdN(O,l) |:222<W7 a>] :

Definition 7.1. The Rademacher complexity is

R(4): _Ea,-“denif({il}) [222@7 a)] '

These notions are related, but they are useful in different situations.
Example 7.1. For all 1 < p < o0,

R(Bp(r)) =E.

llallp<r

G(Bp(r)) = chnl/qy

where }% + % =1.
If p=1, then

R(Bi(r)) = rEe[[le]lc] =7,

sup \WZ]] ~ry/2logn + O(1).

i€[n]

G(Bi(r)) =Ew

Here is an exercise from Wainwright’s book.
Proposition 7.1. There exist universal constants c,C' such that for all A C R"”,
R(A) < G(A) < Cy/lognR(A).

If we want to talk about concentration of Rachemacher random variables, we can use the
above concentration inequalities. Define f(e) = sup,c4(¢,a). Then f(e) is D(A)-Lipschitz,
where D(A) = sup,c4 ||all2

Lemma 7.1. Let g1, g2 be convex functions. Then g(z) = max{gi(x), g2(z)} is convez.

J
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This implies that f(e) is convex. So we get that f(e) —E[f(¢)] is sG(2D(A)). This tells
us that
f(e) = R(A) + O(D(A)).

7.4.2 Operator norm

Let
X1 - Xig
X — : : 6 Rnxd
Xn,l U Xn,d
where X; ; € [—1,1] a.s. Then, if we let f(z) = ||z||op, then f is 1-Lipschitz and convex.
So f(X) =E[f(X)] is sG(2), which tells us that

[ XMop = E[[[ X[lop] + O(1).

7.5 Proof techniques: the Herbst argument and transportation
Here is how we can prove the above concentration inequalities.

1. Entropy method and the Herbst argument

Definition 7.2. The Herbst argument is that a sufficient condition for X to be
sG(o) is to show that

2 2

H(e ) < No”

E[eM],
where H is the entropy.

Why do we want to look at H(e*¥)? This is because it has a good tensorization
property when X; are independent:

H(e)‘f(Xlzn)) <E ZH(eAfk(Xk) | X\k)
=1

easy to handle when
fr Lip., X bdd.

For this, see chapter 3.1 of Wainwright’s textbook or chapter 3 of van Handel’s
textbook.

2. Transportation approach:
Lemma 7.2 (Bobkov-Gotze). Given a measure jn € P(R"),
X ~ p,Nf 1-Lipschitz, f(X) is sG(o) <= Wi(v,u) < /202KL(v || p)Vv € P(R"),
where W1 s the transportation distance and KL s the relative entropy.

This property on the right also tensorizes in some way. For more on this, see chapter
3.3 in Wainwright’s book or chapter 4 in van Handel’s book.
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7.6 Concentration of Lipschitz functions of log-concave random variables

Definition 7.3. A function 1 : R® — R is r-strongly convex if V2¢(x) = rl,, if this
exists.

Definition 7.4. If x € P(R™), we say that u is r-strongly log-concave if u(z) =
exp(—(x)), where v is r-strongly convex.

Example 7.2. Let py(x) = ﬁ exp((A,T(x))) be an exponential family. Suppose we have

the prior
m(0) ~ N(0, I,)

and the posterior

p(0 | ) o po(z)m(0) = 2(137) exp((0, T(x)) —log Z(9) — 5116113

So we may let
1 ~
V(0) = —(0,T(x)) +log Z() + 5\|9§ +log Z(x).

Note that
(log Z(8))" = Covy(T(X), (X)) > 0.

Theorem 7.5 (Concentration of Lipschitz functions of log-concave random variables).
Suppose that

1. f is L-Lipschitz,
2. X ~ e P(R™), where p is r-log-concave.
Then f(X1.n) — E[f(X1.)] is sG(L/+/T).

7.7 Proof technique: the isoperimetric inequality

The isoperimetric inequality is a geometric property in R"™ with Lebesgue measure. If
A C R™ has fixed volume and we want to minimize the perimeter, then the solution is
when A is a ball. This generalizes to other measures:

X~p=| N(0,L,) | 5"'(/n) | Unif({£1}")
‘ Half space ‘ Spherical cap ‘ Hamming ball

The isoperimetric inequality implies that f(X) concentrates when f is Lipschitz. Suppose
that P(A) = 1/2, and take p to be, for example, the Gaussian measure. Then define
A: ={a:3be€ Ast. ||la—b|| <e}. In this sitaution, perimeter is defined as

LS4 — f(A)

e—0 £
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Then, using the fact that P({x € R™ : 1 < 0}) = 1/2. the isoperimetric inequality tells us
that for all small enough &,

P(A;) >P{z eR":z1 <e})=1—-®(e) > 1 —exp (—t22> .

For more on this, see chapter 3.2 of Wainwright’s book and also see Chapter 7 of the
book by Lugosi, Massart, and Boucheron.
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8 Introduction to Empirical Process Theory

8.1 Convergence of CDFs and the Glivenko-Cantelli theorem

Let (Xi)ici] ~ X. X has CDF F(t), i.e.

We can also define the empirical CDF
N 1 &
Fa(t) = > lixi<n-
i=1

This is the CDF of the empirical distribution of the Xj.
For any fixed ¢, the strong law of large numbers tells us that

lim F,(t)=F(t)  a.s.

If we are more ambitious, we may want convergence of functions. In this case, we look at
the maximum difference,

[Fn — Flloo = sup |Fp(t) — F(¢)].
tel0,1]

Here is a picture from Wainwright’s book illustrating convergence of the empirical CDF to
the uniform distribution on |0, 1].

Population and empirical CDFs Population and empirical CDFs
1.01

0.8 0.8

CDF value F(t)
CDF value F(t)

Population CDF Population CDF
—— Empirical CDF —— Empirical CDF

00 02 04 06 08 1.0 00 0.2 04 06 08 1.0
t value tvalue

Why is convergence of the supremum norm stronger than pointwise convergence? In gen-
eral,

lim G,(t) = G(t) Vt. = lim sup |G, (t) — G(t)| = 0.

n—oo n—oo t
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Example 8.1. Take Gy, (t) = Ly<i/n)-
~ Uall) = L L L2275

e Gty = ©

Then for any ¢t > 0,G,,(t) — 0, but lim,,_,~ sup,; |Gy (t) — G(t)| = oo.
A classical result guarantees uniform convergence of the empirical CDF.
Theorem 8.1 (Glivenko-Cantelli, 1933). Let X; Y X, where F(t) is the CDF of X. Then

lim |[F, — Fllo=0  a.s.
n—oo

We will not prove this result. Instead, we will use empirical process theory, combined
with concentration results to show something stronger:

~ 1 1 t2
(1 - s B ) <o ().
n

In other words,

~ 1 1 log(1
|1 En — Flloo < 8\/ 0g(7;+ ) + \/ ogén/d) with probability 1 — 4.

Why is this result stronger? If we let n — oo, we get convergence in probability. We can
get a.s. convergence using the Borel-Cantelli lemma.

8.2 Uniform laws for more general function classes

Suppose (Xi)ie[n] MX ~ P, and suppose we have a function class F C {f : X — R :

E[lf(X)]] < oo}

Definition 8.1. The empirical process indexed by F is

{\/ﬁ (; S () - E[f(X)]> fe f} .
i=1
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Define
1 n
P, — Pl := sup | = > f(Xi) — E[f(X)]|.
fer | i3
Here, P, = %2?21 0x, is the empirical measure. This is the object we will study for
the next portion of the course. If there is only 1 function f, we can deal with this using
the law of large numbers and concentration inequalities. We will learn how to deal with
this object using empirical process theory.

Why do we care about the maximum of empirical process in statistics and machine
learning? Recall the following setup:

Data distribution (X)icin] ~ P
Loss function L:Xx0 =R
Empirical risk R(0) =130 0(X;;0)

Population risk R(0) = Ex.p[l(X;0)]

Empirical risk minimizer 0 = argming R(0)

Population risk minimizer | 6, = arg miny R(6)

Excess risk E = R(0) — R(0,)

We train 0 on the empirical risk, so we want the empirical risk to be close to the population

risk. So to make sure training on our training data is accurate, we want to make the excess
risk small. The excess risk has the following decomposition:

E = (R(0) = Rn(0)) + (Bn(0) = Rn(04)) + (Rn(0) — R(0.))
Gap <0

bound using Hoeffding

F = Hio)e

C
O

The Gap is



We cannot use the strong law of large numbers to examine this because the £(X;; 5) are
not independent random variables. We can fix this by replacing 6 by the sup over 6:

<sup ZE (X:0) — 0(X;0)]| .

Here, f(X) = ¢(X;0), so we want to look at the function class F = {{(-;0) : 6 € O}.
Definition 8.2. We say that F is a Glivenko-Cantelli class for P if

Zf X)]

Example 8.2. The Glivenko-Cantelli theorem says that 71 = {1,<} }ter is a Glivenko-
Cantelli class for any P € P(R).

Example 8.3. Consider F5 = {lg : S C [0,1] is a finite set}, and assume that P has
density. This function class is not a Glivenko-Cantelli class. First note that F; C F3, so
if Fo is GC, then F7 is GC. So large function classes are less likely to be GC. To show
that the function class is not GC, we can find a function in the function class which makes
these two quantites different. Pick S = {X; : i € [n]}, so

P —Pllx —sup = 0.

sup Zﬂ{x esy — E[lgxesyl| = [1 - 0].
S finite i—

This lower bound holds for every n, so this difference will never go to 0.

Our next goal is to study some methods for upper/lower bounding ||P,, — P||z. We will
see

e Rademacher complexity and VC dimension (chapter 4 of Wainwright’s book),

e Metric entropy method and chaining (chapter 5 of Wainwright’s book).

8.3 Rademacher complexity
Recall that the Rademacher complexity of a set A C R" is

R(A) = ES%,Umf({il}) {sup(a, 5>}

acA
Definition 8.3. Given a function class F and a fixed data set (z;);cn) € X, let

Flain) :={(f(21),.... f(zn)) : f € F} SR™

The Rademacher complexity of the function class 7 and the data set (z;);c[,) is

3|

R(F(x1.0)/n) =

Esii‘}Unif({ﬂ} {fe}‘
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If we write A = £F(x1.n)/n, then we can relate Rademacher complexity of sets and
function classes by

R(A) = R(F(1.2)/m),
where R denotes the Rademacher complexity of a set.

Definition 8.4. Given a function class F and a distribution P € P(X), let (X;);c[n K p.

The Rademacher complexity of the function class F is
R(F) := EXJE‘P[R(]:(XL")/H)]'

First, observe that if F; C Fj, then R, (F1) < R, (F2), so this is a measure of the size
of a function class.

Example 8.4. Consider comparing two function classes:

OFlm = %—\ /3

Gan\M: {—\/’ W/

wl M e Y

The notion of Rademacher complexity measures how well functions in the function class
can align with Rademacher noise.

¢ - (> xx *\)‘) an instane o+

” norge

NAXX

Here is the picture of what the comparison would look like:

x xXx X X ‘E»—)]n‘-'\
e aral 2 : .~ 674 -

Botn= orgmase <&, $lxa) >, | Fumm= 49" <EE (a7
' _pe OFI —FC”F‘MMM

‘ge, nanlin

align worce O\l,\‘ﬁn betier

ﬂln (—dpliv\ ) S MOMW &"‘ Ld;:ncnkr\m) IWjLY‘
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Example 8.5. Let ¢ : R — RP be a fixed feature map, and consider the function class
F=A{f(z) = (¥(x),0) : [|0]2 < B}.

Then the Rachemacher complexity of this function class is

Rn(F)=Ex, s | sup
16]2<B

=3 ew(xi). 0
=1

|
|

=Ex;e; | sup

i D (X))
=1

16]2<B
- Lo
:Exiﬁi angzw(Xz) -B
L i=1 2
Using Cauchy-Schwarz,
- 971/2
1 n
< EXi,Ei E Z 52w<X2) -B
L =1 2
- 1/2
-B

1 n
= Exc, |3 3 elw(X0)B
L =1

_B
~Vn

Why introduce Rademacher complexity?

E[ll4(X)II3)'2.

1. We will show that
Py, — Pl 7 ~ Rn(F).

2. The Rademacher complexity is easier to upper bound. We will have tools to upper
bound it, such as

e contraction inequality,
e VC dimension,

e fat-shattering dimension.

8.4 An upper bound of ||P, — P||r via R, (F)

Proposition 8.1. For any function class F and distribution P,

E[Pn — P|l7] < 2Rn(F).
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Proof. Let Y; ~ i X; be independent of X;. Then

Zf X))

Z F(Xi) = By,,, [£(Y2)]

E[[[Pn —Pl|7] = sup

= EXlzn lsup

1

O DUCORNIO)
=1
We can introduce a Rademacher random variable without changing the distribution.

< EXI 'qul n Sup
fer |

n

LS aif(x0) — (7))

- ‘izszf@fi))‘
i=1

=1
< 2R (F). O

- ]EXIZW7Y117L7€117’7, Sup
ferF

Zng

< ]EXI n7Y1 n,El:n lsup

Next lecture, we will use a similar argument to show that if 7 = {f — E[f] : f € F},
then B
Rn(F) < 2E[|[Pn, — P[|7].
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9 Bounds on Rademacher Complexity of Function Classes

9.1 Bounding E[||P, — P||]# in terms of Rademacher complexity

Last time, we were studying empirical processes defined by X; dp € P(X) and a function
class FC {f: X - R:E[|f(X)|] < co}. We want to bound the maximum of the empirical

process,

LS R ~ B

[P — Bl 5 := sup
feF i—1

n ‘
We introduced the notion of Rademacher complexity for function classes: Given F and
{7i}igpn), we let

n

%Zfif(Xi)

What is the relationship of Rademacher complexity and ||P,, — P||#? Define

R(F(x1)/n) = E.

Then, given F and P,

[SnllF = sup
feF

1 n

Here is an upgraded version of what we showed last time.

Proposition 9.1. For every convex, nondecreasing function ® : R — R,

(a)
Ex[®(3/ISull%)] < Ex[®(|[Pn — Pl 5)]
< Ex 02081
where F = {f —E[f]: f € F}.

Remark 9.1. Making ®(¢) = t retrieves the bound on ||P,, — P|| # in terms of Rademacher
complexity. We can also take the upper bound to also be F because E[||P,, — P||#] =
E[[|P, — P[|%.

Proof. For (b),

feFr

=3 (F(X) - E[f(n)])D

Ex[®(|P, —P|l7)] = Ex [‘P (SUP




Using Jensen’s inequality,

1 n
<Exy |®|sup|— Z(f(Xz‘) - f(Y3))
feF |
Since f(X;) — f(Y;) has a symmetric distribution,
1 n
=Exye [® [ sup |- ) e f(Xi) - f(V7))
S
1< 1
<Exye |P|sup|— e f(Xi)|+sup|— ) &f(Y;
: (ffz SIESTES oEHIEE
Using Jensen’s inequality again,
1 1o
<-E D2 — i f(X;
=5 X,e < ?g}; n;&f( z))]
1 1 «
—E P |2 — [ (Y
+2 Ye ( ?161_17?' H;EZ'}C( z))

= EX’E[@(ZHS?%”}')]'

For (a),

1
Exo[2(15u]l)] = Ex. !@ (2 sup
feF

Sy el - E[ﬂmbm
i=1
Using Jensen’s inequality,

<Exye [‘13 (1 sup | -~ Z&‘(f(Xi) - f(¥3)) )

2 fer |n =
Since f(X;) — f(Y;) has a symmetric distribution,

1 n

(1 1
=Exy <I><sup

2 fer =1
~Exy |0 (; sup 327 0%) =B (X)) ~ (£0%) - EmeD
L € i=1
<Exy |® (; ?ug % Z f(X5) — E[f(Xz)D‘
L € 1=1
1 1<

61



Using Jensen’s inequality again,

1 1 1 ¢
=5Ex |2 (2 ]Sclelg n;f(Xi) _E[f(Xi)])D
Lo o [ Lsup |1 S £ — E[A(Y:
— Ex[®(|P, — P||#]. -

Suppose that for all f € F, ||f|lcc < b. Then ||P, — P||z is (2b/n,...,2b/n)-bounded
difference. The bounded difference inequality then gives that ||P,, — P||£ is sG(b/v/n). In
other words,

log(2/6
1Py — P|l 7 — E[|Pn — P|l#| < b Og(n/) with probability 1 — 4.

This upper bound is typically smaller than F,,(F). This tells us that

< 2R (F) + by 2820

n

Z %Rn(?) _ b lOg(?/(S.

n

||Pn _IP)H]-'

Note that

[Pn =Pl = [[Pn = Pllz S 2Rn(F).

9.2 Aside: the maximal inequality

How do we upper bound the Rademacher complexity? Let’s take a higher level picture and
try to bound E[supy_g Xp]. In many cases, Xy is sub-Gaussian for each fixed 0.

The simplest case is when O is finite. In this case, we have a maximal inequality: If
for all § € ©, Xy € sG(0), then

E |:HlaXX9:| < o+/2log|O].

0cO

However, typically, this set © is infinite, so the maximal inequality cannot handle this case.
In the next lecture, we will discuss the metric entropy method, in which we approximate
© by O, where |0,| < co and

—0
sup Xg — sup Xp.
USCH 0cO

We will make this statement quantitative and precise. We will also introduce a different
reduction, based on the concept of VC dimension.
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9.3 Bounding Rademacher complexity using the maximal inequality

|

1 n
3 ZZ} 5if(Xi)

Use the special structure

Rn(F) =Ex, |sup

feFr

1 n
3 ;&‘f(Xi)

=Ex |E; [sup

feFr

o]
]

| Xl:n]

Liew)

n

=Ex |E. sup

VE]:(XL»,L)
Bound the expectation by the supremum.

Lie.v)

< sup E. [ sup
n

X1:n VE-F(XI:n)

If, for example, 7 C {f : X — {£1}}, then
F(Xum) = {F(X0), . f(X0)  f € F) € {1}
Sometimes |F| = oo, but |F(X1.,)| < oo.
Example 9.1. Suppose F = {l x<; :t € R}, s0
F(X1n) = {(Lix, <ty Lixp<tys - Lixossy) i £ € R}
Then if X7 < Xo < --- < X,
F(X1n) ={(0,0,...,0),(1,0,...,0),(1,1,0,...,0),...,(1,1,..., 1)},

SO
sup |F(Xim)|=n+1.

Xl:n
’ Xl:n] .

We have that 2 (g,v) = 1 5™ =1 is sG(0y,), where

Let’s return to bounding

Lie.v)

n

E. sup

VvEF (X1:n)

1 1
on= sup —|v|l2 =sup—
vEF(X1) fermn
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This tells us that the maximum of |F(Xi.,)| is the number of mean 0 sG(oy,,) random
variables. So the maximum inequality tells us that

E. sup

VG]'—(Xlzn)

Liev)

n

| Xl:n] < 00 \/210g (2| F(X1n)))

SPN P AN I C

feF n

D]:(Xlzn)

Example 9.2. Let F = {l;x<; : t € R} be the function class in the Glivenko-Cantelli
theorem. Then

sup |F(Xi0)|=n+1,
Xl:n

no12
sup Dr(X1.,) = sup i l®

Xl:n fEF n
So we get
21og(2 1
R, (F) < 22 D)
n
which bounds

2log(2(n + 1 log(2
P, — P|lx < 2\/ og2(n+1)) \/ 08(2/0)  ith probability 1— 9.

n n

Remark 9.2. The above example gives a proof of the Glivenko-Cantelli theorem.

Remark 9.3. This logn factor is not sharp. Using other arguments, we will be able
to show that the bound is actually of order y/1/n. The issue here is that the maximal
inequality is only sharp when the terms are independent. If X; are sG(1), then

x O(v/1ogn) if the X; are independent
sup X; =
P T X =0() #Xi=Xo=- =X,

Look at the bound

2108217 (X1))

n

A= Dr(Xin) \/

typically O(1)

Vv
want to vanish as n — oo

Let’s restricut our attention to F C {f : X — {£1}}. Here are two frequent behaviors of
F(Xin):
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(a) If |F(X1:n)| S O(nY), then A = O(\/”lo%). This will go to 0 as n — oo, so this
situation is good.

(b) If | F(X1m)| S O(V™), then A = O(\/%) = O(y/logv). This will not go to 0 as

n — 00, so this situation is not good.

We want to be able to discriminate between these two cases. Since F(Xi.,) C {£1}",
|F(X1:m)| < 2" But when can we give a sharper upper bound?

Definition 9.1. F has polynomial discrimination of order v > 1 if for all n and X7.,,
|F(X1n)| S (n+1)"

Lemma 9.1. Suppose F has PD(v). Then

Rn(F) <4 <sup Dr(Xi.4)

) vlog(n+1)
Xin

n

Example 9.3. The function class {1{x<; : t € R} has PD(1), which implies the Glivenko-
Cantelli theorem.

What kind of function classes have polynomial discrimination? Let ¢ : X — R,

Example 9.4. If F = {{(¢)(z),0) +b: 60 € R b € R}, then |F(X1.,)| = oo. So this does

not have polynomial discrimination.

Example 9.5. If F = {1{(y(x) 6>t 1 0 € R%, b € R}, then F has PD(d + 1).
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10 VC Dimension, Covering, and Packing

10.1 VC dimension

Last time we were discussing function classes with polynomial discrimination. Recall that
a function class F has PD(v) if for all n and X1, |F(X1m)| < (n+ 1)Y. If F has PD(v),

then R, (F) < D\/@. This gives the bound ||P,, — P||+ < D\/@.
What function classes have polynomial discrimination? This question is answered by

VC theory, named for Vapnik and Chervonenkis. If a function class has “VC dimenion v,”

then F has PD(v), which means that R, (F) < D4/ %ﬂﬂ).

Definition 10.1. Suppose F C {F : X — {0,1}} is binary valued. We say that z1., is
shattered by F if |F(z1.,)| = 2". The VC dimension, v(F), is the largest n such that
there exists x1., shattered by F.

Note that |F(X1.,)| < 2™ always. So we want F to be able to distinguish between
points in a maximal sense.

Example 10.1. Let F = {l<y : t € R}. We claim that v(F) = 1. Recall that
Rn(F) < 44/ log( 1) this will also be implied by the VC-dimension. We have to show

that there is som?a x1 that is shattered by F, and we have to show that no 1, zs can be
shattered by F.

For n =1, F({z1}) = {0,1}, so {1} is shattered by F. For n = 2, we want to show
thta F({x1,22}) < 22 — 1. If we assume, without loss of generality, that zo > 1, this
is because F({z1,z2}) = {(0,0),(1,1),(1,0)}. Why does this not contain (0,1)? This is
because if one of these indicators gives 1 to x2, then it must give 1 to x;.

X, AL

Example 10.2. Let F = {l{,<,<¢y : s <t € R}. We claim that v(F) = 2. When n = 2,
we want to find x1, z2 such that |F((z1,22))| = 22. Here is how we can construct intervals
to shatter a two point set:

ftie—}@{*‘;ﬂ
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Now suppose 21 < x2 < x3. Then we cannot have (1,0, 1), since if an interval contains
x1,x3 then it must contain o

Here is an example we will not prove.

Example 10.3. Let ¢1,...,¢, : X — R be linear (which you can think of as feature
maps), and consider F = {H{Z’;lam(x)ﬁb} :a;,b € R}. Then v(F) <p+ 1.

By definition, for all n > v(F),

sup | F(z1.)] <27 — 1.

T1:n

Proposition 10.1 (Vapnik-Chervonenkis, Sauer-Shelah!!). For F with VC dimension v,

sup | F(z10)| < Z <’Z> < min {(n 1), (%)} .
i=1

T1l:n

By this proposition, we immediately have

1 1
Rn(F) <D uog(nn%—)'
Her is an end-to-end result: If 7 = {150 4,4, ()<py © @i, 0 € R} and (Xi)iepn) % P, then
1 — p+1)logn
sup | 13" 7(06:) ~ B ()| 5/ BB
fer | n

This logn factor can be eliminated later by the chaining method.
The proof of this proposition is a combinatorial argument; since the argument will not
show up again, we will omit the proof, but you can look at the proof in the textbook.

HThis proposition was proven independently by Vapnik and Chervonenkis in 1971, by Sauer in 1972, and
by Shelah by 1972.
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10.2 The metric entropy method

Given a sub-Gaussian Xy for all § € T, we hope to upper bound E[supyc7 Xg]. How do we
do this when |T'| = co? The idea is to approximate T by a finite set T as follows:

This gives

sup Xg +E

E [sup Xg] <E
0cT,

0T

sup  (Xg — Xg)] .
0T, 0€T:

We hope that
1. |T¢| is small.

2. EJf Xp — X3)] is small.

SUPger geT. (

Given T and p, how can we find T, and bound |T%|?

10.3 Covering and packing
Definition 10.2. A metric space is a pair (T, p), where p : T'x T'— R such that

1. p(0,0") >0 for all 0,6 € T, with equality holding iff § = ¢'.
2. p(6,0") = p(¢',0).
3. p(6,6") < p(6,0") + p(6”,0').

Example 10.4. If T = R%, here are a few useful metrics:

d
1
p(0.0) =002 p(6.6) = =D 1, uy
=1

The set T' can be a function space, rather than a parameter space.
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Example 10.5. Let T = L?(X, ). Here are two metrics on 7

1/2
o(f.9) = ( Jute)- g<w>>2du<x>) w9 = If — gl

Definition 10.3. 7. = {#',...,0"} is an e-covering of a set T if for all § € T, there
exists a @' € T, such that p(#,0") < e. The e-covering number of T with respect to p is
defined as

N(e,T.p) :=inf{N : |T;| = N, T is an e-covering of T..

The maximal inequality gives

E []{Snz%xXg} < Vlog|Te| = v/log N(e; T, p).
€le

Definition 10.4. The function ¢ +— log N(e;T, p) for fixed (T, p) is caleld the metric
entropy of the set T'.

We will see examples that range from parametric families with log N (¢) ~ dlog(1+41/¢)
to nonparametric families with log N (e ~ (1/¢)®, where o > 0.

Example 10.6. Let T = [—1,1] with p(0,0’) = |# — ¢’|. Then N(&;T,p < L +1.
£ ¢t

A
“I 6 O D }

Example 10.7. If T = [-1,1]¢ with p(6,6’) = || — /| o, then N(e; T, p) < (1 +1)%

u

Up to some constant, this bound is tight.

How about with other metrics? We may not be able to figure out a cover/packing. We
can take a volume approach: We should expect

log N(g;T, p) = log < Vol(T) ) :

Vol(B(e))

To make this statement precise, we can introduce the idea of packing:
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Definition 10.5. A set T, = {6',...,6M) C T is an e-packing if for all 6%, 67 ¢ T. with
i # 7, p(6",67) > . The e-packing number is

M(g;T, p) = sup{M : |Tz| = M, T, is an e-packing of T'}.

This means that B,(0%,/2) N B,(6’,¢/2) = @. Here is a picture from Wainwright’s
textbook comparing packings and coverings:

Lemma 10.1. For all € > 0, we have
M(2e;T,p) < N(&;T, p) < Me; T, p).

Proof. A maximal e-packing gives an e-covering. Suppose we have a maximal packing;
then we cannot put another point into the packing, so the entire set 1" must be covered by
the balls determined by the packing.

For a 2e-packing with size M, all e-coverings should have size at least M.

Otherwise, we would have a contradiction. ]
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11 Volume Bounds for Metric Entropy and the Chaining
Method

11.1 Recap: one-step discretization bound

Last time, we began discussing the metric entropy method for obtaining bounds on empir-
ical processes. We have a metric space (7, p), and we want to control

E [sup X9:| or E [sup |X9|] ,
0eT 0eT
where Xy is usually mean 0 and sub-Gaussian. We introduced the metric entropy is
log N(g;T,p), where N(e;T,p) = inf{N : |T;| = N,T is an e-cover} is the e-covering
number.
Here is the one-step discretization bound that the maximal inequality gives us:

Lemma 11.1. If Xy ~ sG(o) for all 6 € T, then

E [sup\X9|] Sinf  inf E [sup ]Xg]] +E
9T g e-cover Te 0ET.

sup | Xg — Xg\]
pl0.0)<e

Sinfoy/log(N(g;T,p) + E
13

sup [ Xp — Xg!]
p(0,0)<e

Today, we will mostly discuss the case where T' C R? is Euclidean space, and X, is some
canonical random variable, such as Xy = (g,0) or Xy = (W, 0), which give the Radamacher
and Gaussian complexities. We will give a volume-based method for bounding the covering
number, give some examples, and then introduce the chaining method, which will give us
a sharper bound.

In the next few lecture, we will extend this discussion to T'= F C LP(P) for 1 < p < oo,
with Xp = 1370 & f(Z) or Xg = 230 (f(Zi) — E[f(Z;)]. We will also relate this to
and extend our VC theory.

11.2 Volume bounds for metric entropy

We want to understand the e-covering number for 7' C R?. The intuition is that

Vol(T')

log N(&; T, p) < log m,
P

so we can understand the covering number by understanding the volume. Here, we use the
notation

By(0,e) = {0 € RY: p(0,0) <&},  B,(e) := B,(0,¢),
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VO](T) :/]l{reT} daz,

where dz is Lebesgue measure.
Last time, we introduced the notion of the e-packing number

M(g;T, p) = sup{M : |Tc| = M, M is an e-packing of T'}.
This was related to the covering number by the following lemma.
Lemma 11.2. For all e > 0, we have
M(2e;T,p) < N(&;T,p) < M(e; T, p).
Lemma 11.3.

Vol(T') _ ' Vol(T' + B,(¢/2))
Vol(B,(e)) = VT S METp) < g

where T+ By(e/2) ={a+b:a€T,be B,(c/2)}.

Proof. For the first inequality, let 7. be an e-covering, so T' C (Jyer, B,(0,¢). This tells us
that

Vol(T) < Vol | | B,(0,¢)
0eT,

< 37 Vol(B,(6,¢))
0€T:
< |T:| Vol(B,(¢)).

For the second inequality, let T. t be a e-packing, so the union of all the balls in the
packing is contained in the set augmented by /2. That is, Uy.q B(0,e/2) € T+ B,(e/2).
This tells us that

Vol(T + B,(g/2)) = Vol [ | ) B(6,£/2)
0eT.
= |T.| Vol(B,(e))-

Now take the sup over all packings. O
Example 11.1. Let p= || - ||, and T = B,(1) = {x € R?: ||z, < 1}. Then

. Vol(T' + B(e/2)) _ Vol(By(1 +¢/2))
N(g;T,p) < Vol(B(g/2)) — Vol(B,(g/2))
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Note that Vol(B,(r)) = cq,r? for some constant cg,. We do not need to know the value
of ¢4, because we are looking at ratios of volumes. This gives

(14¢/2)  [2 d
NETp) < —F—=(-+1]) .
We also get the lower bound
Vol(B,(1)) 14 /1\*
N(g;T,p) > — 220 = =[] .
(&Tp) 2 Vol(B,(g)) & £

So we get bounds on the metric entropy

1 2
dlog <€> <logN(g;T,p) < dlog <€ + 1> :
These bounds are of the same order. Note that the bounds do not depend on p because

we are looking at the p-ball in the p-norm.

Example 11.2. Consider W; Y N(0,1), so (W, 8) ~ sG(||0]]2). Then we know that

G(Ba(1) ZE[ sup (W, 6)| = E[|W]|2]| ~ Vd.

0eBo(1)

Here is another way to get this computation:

G(Bx(1)) <C | sup [0]]a \/log N(e; Ba(1), ]| - [l2) + Ew
0632(1)\2/"

i =1 <y/dlog(1+2/)
< C |y/dlog(1+2/e)+Ew | sup <VV,0—0’)”

[[60—0"]|2<e

sup  [Wp — Wel\]

16—6]|2<e
=C |\/dlog(1+42/e)+Ew | sup <I/V,r>”
i Irlla<e
=C |[y/dlog(1+2/e)+ecEw | sup <W,?'}]
[7ll2<1
L G(Ba2(1))

This tells us that
G(B2(1)) < Cy/dlog(1l +2/e) + CeG(Ba(1)).

If we take ¢ < 5, then we get

20
G(By(1)) < 2C+/dlog(1 + 4C) = V4,

which is the same order as before.
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11.3 The chaining method

We have been using the bound

E [sup\X9|] <inf inf E [sup ]Xg]] +E
9cT € e-cover T¢ 0cTs:

sup |Xp — X§|]
p(6,0)<e

bdd by covering number how to give tight control?

Controlling the right term can require ad-hoc arguments. The chaining method gives a
way to bound this effectively.

Definition 11.1. {Xy}per is a sub-Gaussian process with respect to p on T' if

E[e)\(XQ—XQ/)] S e)\2p(679/)2/2’

or, equivalently, Xy — Xg is sG(p(6,6")).

Example 11.3. Let T C R? with p = || - ||2. Look at Xy = (W, 6), where W ~ N(0, I).
To bound, the Gaussian complexity, we want to bound E[supyer Xp]. Then Xy — Xj =
(W,0 —0") ~ N(0, [0 — 0']3) ~ sG(]|0 — ¢'[|2).

Proposition 11.1. Let {Xy,0 € T} be a mean 0 sub-Gaussian process with metric p.

Then if D = sup, g

E

D
+32/ Vieg N(u; T, p) du .
3

=:J(5;D;T,p)

sup(Xp — Xp)| < 12£2 sup (X, — X,v)
0,0 &= p(rr’)<e

Here, J(g; D; T, p) is known as Dudley’s entropy integral.
Remark 11.1. This gives an upper bound for E[supgcr Xg| because by the 0 mean con-

dition and Jensen’s inequality,

E [sup Xg] =F
oeT

sup (Xg — Egyr [Xe/])]
0.0'eT

<E

sup(Xg — Xg)] :
0,0

Remark 11.2. Compare this to the bound

+32D+/log N (&; T, p).

E [sup(Xg — X5)| < inf 2| sup (X, — Xp)
0.6 <D p(rr)<e
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The integration gives a better bound because \/log N (¢) is decreasing in €.

' +o0x
G |
Proof. Take a sequence of e-coverings corresponding to &, = D/2™ form = 0,1,2,3,..., L.

Let U,, be the minimal &,,-covering of T', so |U,,| < N(e,;T),). Then define the projection
operation 7, (0) = argmingey,  p(0, B).

mald)

This allows us to bound
[ Xo — X5l <[ Xo = Xry0)| + [Xrs00) = Xmi0)l + [ Xm10) = X, 9]
X @~ Xe@ ! T X — Xl

Then we can take the expectation of sup, ;7 on both sides. What is the purpose of having
all these interpolation points? The first and the last terms have infinitely many choices, so
these are the discretization terms, while the middle terms have only finitely many choices,

so we can apply the maximal inequality.

E [Sllp | X — Xg]] <E [Sllp | X (0) — Xm(g)]
0.0€T 0.0€T

+2E [SUP | Xy 0) — X7r1(0)|:|
oeT

+---+2E [Sup | X 0) — XﬂLIw)l} +2E [Sup |X9XWL(9)!]
oeT 0eT

These terms on the right correspond to €g,€1,...,61_1, €, respectively. This process will
define a Riemann sum. For the remaining details, see the textbook. O

75



Example 11.4. We want to bound the Gaussian complexity G(Ba(1))
using chaining. We get the bound

G(Bs(1 <c/ \/logNu - Bo(1), ]| - |l2) du

<dlog 2/u+1)

gc/ J/dlog(2)u+ 1) du
0

= c\/&/2 Viog(2/u + 1) du
0
C/
= .
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12 The Metric Entropy Method for Function Spaces

12.1 Recap: controlling complexity via chaining

Last time, we were discussing the metric entropy method for obtaining bounds on empirical
processes. We have a metric space (T, p), and we want to control

E [sup X9:| or E [sup \X9|] )
9eT 0eT

where Xy is usually mean 0 and sub-Gaussian. We introduced the metric entropy is
log N(e;T, p), where N(e;T,p) = inf{N : |T;| = N,T. is an e-cover} is the e-covering
number.

We had the one step discretization bound given by the maximal inequality

E [sup |X9|] Sinfoy/log(N(e; T, p) + E
oeT €

sup | Xp — Xg]
p(0,0)<e

We introduced the condition of a process to be sG(p):
AXo—X7) A= o
E[eM*™9)] < exp ?p(O,H) o .

This condition allowed us to use the chaining bound

D
E [sup\ng ginfa/ Vieg N(u; T, p) du+ E
€ €

sup |Xg — X
oeT 0-

p(0,,0<e

Last time, we discussed examples where T C R%. We let Xy = (¢,0) or Xy = (W,6)
to get bounds on the Rademacher/Gaussian complexity of Euclidean sets. Today, we will
discuss examples where "= F C LP for 1 < p < oo is a function space. If we let

1 — 1
Xo=— > ef(Z) or, Xg =~ > (f(Z) —E[f(Z),
i=1 i=1
then this gives us information about the Rademacher/Gaussian complexity of function
spaces.

12.2 One step discretization and chaining bounds for Rademacher com-
plexity of function classes

Recall that if |mcF C LY(P) and ¢; Py Unif({£1}), then we defined the Rademacher

complexity of function class as

Rn(F) =E; x
feF | =

sup L > eif(X0)
i=1
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= E)([R(F(Xlzn)/n)]ﬂ

where we can think of this as the expectation of the empirical Rademacher complexity,

R(F(X1:m)/n) =E. [sup
fer

%Zgif(Xi) | Xl:n] ;
i1

where
F@in) = (F@1),. .., (@) : f € F} CR™.

Recall that VC theory tells us that when the value of f is binary, F(z1.,) is a finite set.
Then we can use the maximal inequality.
This lecture, we will control this using the metric entropy method. Rewrite

R(F (1) /) = ;HE [;ggrxfr] ,

where

1 n
Xy = — ; ).
f \/ﬁ ; glf(ml)
Hoeffding’s inequality tells us that Xy ~sG(y/2 3" f(z:)?).
To apply Dudley’s entropy intergral bound on E[supger [ Xpl], we need

1. A metric p on F,
2. Xy to be a sub-Gaussian process with respect to p,
3. An upper bound for N(u;F,p),

4. (Optional) An upper bound for the discretization error.

12.3 Useful metrics on F C L'(P)

Here are four useful metrics

(a) L?(P) metric:
1 = gl2ge) = /X (f(2) - g(a))? dP(z).

(b) L metric: If suppP = X, then

If = gl = sup [f(z) — g(=)|.
zeX
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(c) L%*(P,) metric (given z1.,):

1f = ol = / (f(@) — ()2 dPu(w) = ~ S (f(ws) — gla:))?.

n -

We can make this a random metric by using Xj.,.
This is equivalent to || - |2 on F(1.,)/v/n € R™. Recall that

F(x1.0/V/n) = {ﬁ(f(xl),...,f(a:n)) eR": feF}.
Then if f(xlzn)/\/ﬁv g(wlzn)/\/ﬁ € f(xlin)/\/ﬁ7

n

|7 @rn) Vi~ glora) Vil = - S(F () — glai))

i=1

(d) Parametric metric: If F = {fp : § € T C R?}, a metric p on T induces a metric p on
F by

p(fo, fz) = p(0,0).
Here are the relationships between these metrics:

e For any measure P, ||f — g|lp < ||f — ¢//co. In particular, this says that ||f — g||p, <
I/ — glloo for all z1.,.

e When F = fy: 0 € T C RY}, suppose that |fy, — fg,(x)| < T'(x)p(h1,62). Then
| fo, = follz2e) < 1T 2wy p(01, 02),
[for = Joollee < Tz (61, 02).

Example 12.1. Let F = {fy(z) = 1 — e % 2 € [0,1] : § € [0,1]}. Then, using Taylor
expansion and the intermediate value theorem,

[for (@) = foo ()] = |2e™*7|01 — ba| < |2] - |61 — 6a].

This tells us that
||f91 - f92||L2(IP) < ||x||L2(HJ>)|91 — 92’
||f91 - f92||L°° < |01 — 92|

When z is not restricted to a bounded domain, we will not get a bound for the L norm

We care about inequalities between metrics because they introduce inequalities between
covering numbers.
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Lemma 12.1. If py, pa are two metrics on T and p1(01,02) < p2(01,02) for all 61,02 € T,
then
N(&T,p1) < N(& T, p2).

As a consequence,
N(e; F,L*(P,)) < N(e; F,L>®),  N(g;F,L*(P)) < N(e; F,L™).
If |fo, (x) = fou(2)] < T(@)p(01,62), then
N(g F, L?) < N(& T, [lleop),  N(&;F,L%) < N(& T, [Tl 2y p)-

Note that we can express this rescaling either in the metric or as a scaling factor in front
of e.

12.4 The uniform entropy bound for empirical processes

In what metrics might X, = ﬁ Yo eif(X;) be a sub-Gaussian process?
E[e*Xr=X0) | X1.,] = E[eWVP)IXin Yy ai(f(Xi)—g(X D | X]

[eWNVPIXinei(F(Xa)=9(X0)) | x ]

(N?/n)(f(Xi)—g(X:)?/2

| A

- L=
U
e(A2/2) 5 S0 (F(Xa)—g(X0)? /2

Since S (F(X0) — (X02/2 — I — gl < If — gl

< /DI ~gllo

This tells us that (X) re 7 is a sub-Gaussian process with respect to the metric ||| z2p,,)-
The inequalities between metrics tell us that this is also then sub-Gaussian with respect
to || - [l zee-

Now, if D = sups ser |f — 9llr2p,) = | F|lp, is the diameter,

D
E [sup |Xf|] g/ Vlog N (u; F, L2(P,,) du.
feFr 0

Then the empirical Rademacher complexity is bounded above by

1

R(F(X1n)/n) = 7n

E |sup | X/|
fer
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Using the change of variables u = || F||p,u,

1 I, _ )
SO [0 VRN w F PED Il

| F e,
Vn
| F e,
Vn
When we take the expectation of the empirical Rademacher complexity and use Cauchy-

Schwarz, we get

1
/ Viog N([Fllp.w F, L2(P,)) du
0

<

1
/sup\/mgzv(\fHQu;f,m(Q))du.
0 @

B () Vi) < I [ sup flog N (1 gus 7, £2(Q)

We can summarize this in the following proposition:

Proposition 12.1 (Uniform entropy bound).

IFl» [
El|P, —P||7] S Rn(F) < sup /log N(||F|lou; F, L*(Q)) du.
1, ~ Pl) S RF) S 1712 [ sup o (1 Flgui 7. 22(@)

This is not in Wainwright’s textbook, but you can find it as Theorem 4.7 in A Gentle
Introduction to Empirical Process Theory and Applications by Bodhisattva Sen.

12.5 Examples of bounding Rademacher complexity for different cover-
ing numbers

Example 12.2. Suppose we have log N(u) < dlog(1 + 1/u). Then
Ro(F) < 1/1\/d10 (I +1/w)du < \/E
BV ¢ ~ Vo

Example 12.3. If log N(u) < 1/u, then

Rn(f)gx/lﬁ/ol\/zdugjﬁ.

Example 12.4. If log N (u) < #, where d > 2, then

< 1 LT

However, we can get a better bound in the last example by using the following propo-
sition.
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Proposition 12.2.

1 1
sup E[|[Pr, — Pl|7 S Rn(F) S [[Fllec infe + NG / V1og N (|| Flleou; F, L) du.
P € €

How can we upper bound E., [sups_g., <c |27y &i(f(Xi) — 9(X53))[]? We know that

we can bound
n

E, | sup Y &(f(X) —g(Xi))Il < Vne.

lf—gllpee<e’ 5

If we use this bound, then when log N (u) < u—ld with d > 2, we get

1 [/t
<3 _ _
T\’,n(]:)wuelfe—l—\/ﬁ/e ud/2du.
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13 Examples of Rademacher Complexity Bounds for Func-
tion Classes

13.1 Recap: chaining bounds for Rademacher complexity of function
classes

Last time, we were using the metric entropy method to bound the Rademacher complexity
of a function class. We considered 4 metrics on F:

I llez@y, -l - llz2@,),  p on parameter space.
Relationships of these metrics gave us relationships between the covering numbers:
N Fo - lzze, < SlﬁlnpN(ff; Fill - Nzzm)

SN(EF - llee)
And if the function class F is a Lipschitz parametrization,
< N(&;T,p)

If we let Xy = % Yoy €if(z;), then we can show that
E[eMXr—X0)] < WD ~allE, < (O /DIF-gllZ

which tells us that {Xy} e is a sub-Gaussian process with respect to the L?(P,) or L™
metric.
We showed two results:

Proposition 13.1. Let Ry (F) := Ec, x, [supser |+ Y1 & f(Xi)|]. Then

1.

D 1
Ra(F) 55 || sup\flog N(Dqus 7, 12(Q)) du,

D I
Ra(F) S —=infe + / sup \/log N (Doo; F, L) du,
Vn e v Je Q

where Dp = sup se r ||f||Lz(]p) and Do = sup ez || flloo-
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13.2 Examples of upper bounds for parametric and nonparametric func-
tion classes

Here are some examples for upper bounds of Rademacher complexity for function classes.

Example 13.1. Let F = {fy(x) = 1—e 7% 2 €[0,1]: 0 € [0,1]} be a parametric function
class. Then taking the derivative gives us

fo,(x) = fo,(x)] < sup  |we (01 — o] < |61 — by
0€[theta ,f2] ~—~—"

The covering number for the unit interval with | - | is bounded as
1
N(g[0,1],|- ) < —+1
G011 ) < 5o+ 1,
so we get a covering number bound for the parametric function class
1
N(e F,L¥) < N(& (0,1 ] - ) < 5o + 1.
€

Using the chaining bound with Dog = sup ez || flloo = SUp per SUPLep1y 11 — e 07 <1,

Do I
Rn(F S/ log N(uDoo; F, L>®) du —/ log N (u; F, L*>®) du
<=V ) T |, Vi )

- [ Ve

s <

%\

Example 13.2 (Lipschitz parameterization). Consider a function class F = {fp : X —
R : 0 € B(1) with || fo(x)|lec = co = 0. If | fo, (z) — fa,(2)| < L||01 — 02]|2, then we can use
the bound

1
log N (=3 F, L) < log N(: B(1), | - 2 < dlog < dlog ( ; 1)
&

to get

D 1
Rn(F §L°°/ log N (g; F, L>®) de,
7 2102 [ Vg NEF )

where Do, = supy || folloo <co+ L =1L

< T / vV dlog(1/n)du

<ol
~ n
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If we have a nonparametric function class, it may have infinite Rademacher complexity.

So in general, we will want some sort of smoothness condition to make the complexity
finite.

Example 13.3 (Nonparametric class with smoothness/convexity). Consider the non-
parametric function class Fr, = {g : [0,1] - R | g(0) =0, g is L-Lip}. Then

L
log N(&; Fr, L) < -

)

which we can see from the following figure in Wainwright’s book that shows how to bound
the packing number:

+M Le

~M Le

€ 2e 3e Me

In particular, if f #£ g, then
M (Le; F,L>®) > 2V/5.

Taking log and rescaling €, we get
2L
log M (Le; F, L) > 21/ > ZZlog 2.
€

On the other hand, we can get an upper bound by seeing that these functions cover the
function class.

Here, we have |||l = supser |f| = L, so the one-step discretization bound gives

1
< i i : .
Rn(}"L)Nngfa—i—\/ﬁ\/logN(a,}",H )

N
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~

T pl/3

The chaining bound gives

1 N
<3 _ _
Rn(f'L)Nlrglfs+\/ﬁ/$ \/;du
1

~
—~

Vi
So in this case, the one-step discretization bound gives a sharper bound than the chaining
method.

Example 13.4 (Nonparametric class, general d). Consider a nonparametric function class
with general d:

Fl={g:0,1]? 5 R:g(0)=0,gis L-Lip in || - || }-

We can show that

N\
log N (e; Fi.L>®) =< <€) .

The calculation of the resulting bounds on the Rademacher complexity is left for homework.

13.3 Boolean function classes
Consider a Boolean function class F C {f : X — {0,1}}, VC theory tells us that F has
PD(v), where v = VC(F). Usng the maximal inequality, we have the bound

Ro(F) < vlog(n +1)
~ n N

We have mentioned that the log factor in this bound makes the bound not tight.

Proposition 13.2. For a boolean function class with v = VC(F),

suplog(N (&5 F, LA(P))) < vlog ()
P S
fore < 1.

For a sharp but difficult proof of this bound, see theorem 2.6.4 from [Van der Vaart
and Wellner, 1996]. A weaker but easier version of this bound can be found in the notes
[Sen, Theorem 7.9).

If we use the chaining argument, we get the bound

! v
Fo(F) S \}ﬁ/o Vvlog(e/e) de x \/;
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Example 13.5. Specialize to the function class F = {1,<; : t € R, which we first examined
when looking at empirical processes. This has VC-dimension 1, so

Rou(F) <4/ =
(P Sy

This tells us that

C & 2
P(sup|F,(t)— F(t)] > — + — | < 2e /2.
(st P12 o+ )

Remark 13.1. This is not the tightest version of this bound. The tighest bound, given
by Dvoretzky, Kiefer, Wolfowitz, and Massart, is

3 2
P(sup|F,(t)— F(t)| > — | <2e /2.
(gt ~F012 75)

13.4 Contraction inequalities

Consider d functions ¢; : R — R which are L-Lipschitz with ¢j(0) = 0. We can think off
¢j(9) as a loss function L(y;0).

Proposition 13.3 (Talagrand-Ledoux concentration). Let T C R%, and let {¢;} be cen-
tered Lipschitz. Then

d d
E suszjqb](Qj) <LE supZaﬂj )
0T i3 0T i
d d
E |sup Zsjgbj(ﬂj) < 2LE |sup Zeﬁ]
0T |1 6T |5

The interpretation is that the right hand side is R(7"). The left hand side is R(¢(T)).
This says that if we apply a contraction map to a space, the Rachemacher complexity will
not increase.

The textbook has a proof for when ¢; are iid Gaussian random variables. This is given
by the Gaussian comparison inequality.

Example 13.6. Let Z; = (X;,Y;) KNpe P(B2(M) x {£1}) for i € [n]. For logistic
regression, we want a logistic loss function:

My(Z) := log(1 + exp(—yb ' x)).
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Taking the expectation gives
M(0) = Ez[me(Z)].

We also let © = By(r). Compare the empirical and population risk:

ang 0)]
nZEng

We are looking at the function class F = {mg(z;) : 0 € O}. If we wanto replace mg(z;) by
HT:BZ, then we can use the contraction inequality. This is because log(1 + e”) is 1-Lipschitz
(by L log(l+e®) = 1+ - < 1. So we can write ¢;(6;) = log(1 + exp(—y:6;)) — log 2. This
depends on Y;, and 0 = 0" X; depends on X;, to use the contraction inequality, we first
condition on Y and X:

E = sup

0cO

< 2E |sup
I<S]

=2Ey x |E. [sup |- eimg(Z Y, X

e s 5 ez

=2Ey x |E. |sup —Zaz +log2) Y, X
96@

First, use the triangle inequahty to get rld of the log 2:

<2Eyx |E. [sup *Z& 0:) +1og2)| | Y, X || +(--)
0co

Now apply the contraction inequality with © = {0, z4,...,,(0,zy)) : 0 € O} CR™.

R
<4Eyx |E. |sup EZ&-GZ' |Y, X

0cO

1 n
=4FE E. |sup|— €i(X;,0
Y, X 5 _06@ n; < >

1 n
E Z;é‘i(Xi, 9)

i)

— E Ez‘Xz
n -
=1

‘Y,X _|_()

=4E, x [sup + ()

0cO

=4E x [sup +()

0cO

= 47”E57X

2
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97 1/2

n

%Z&iXi

i=1

< 4rE; x

2

:M (Iwna)l/l(__.)

rM
§4%—|—(---).

13.5 Further topics: Orlicz processes and bracketing numbers

There is a generalization of sub-Gaussian using the Orlicz norm.

Definition 13.1. Let 1),(t) := exp(t?) — 1 for ¢ € [1,2]. The ¢-Orlicz norm is
1XIly, := inf{A > 0 : Bl (| X]/N)] < 1}.

We can prove concentration inequalities, the maximal inequality, the one-step dis-
cretization bound, and the chaining bounding in terms of Orlicz norms.

In empirical process theory, there is another notion of covering called the bracketing
number. This is discussed in the notes by Sen and in Chapter 2 of Van der Waart and
Wellner.

Definition 13.2. Given two functions £(-) and u(-), the bracket
[Lyul| ={f e F : L) < f(z) <u(z)Vx e X}.
An e-bracket is a bracket [L,u] with |[{ —ul| < e.

Definition 13.3. The bracketing number Nj(e;F,| - ||) is the minimum number of
e-brackets needed to cover F, i.e.

Ny(e; Fo |l - []) = min{ N : {[€;, ui];e[n covers F and [|€; — ;| < e}

Proposition 13.4. Let R (F) := Ec, x, [supser |2 30 & f(Xi)|]. Then

D 1
R(F) < \/—% /O \/1ogNH(DPu;f, 12(P)).

Notice that here, unlike the our bound in terms of covering numbers, does not require
us to take the sup over distributions ). Regardless, usually, if you can prove a bound using
the bracketing number, you can prove it using the covering number.
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14 Concentration of Sample Covariance of Gaussian Ran-
dom Vectors

14.1 Eigenvalues of sample covariance of Gaussian random vectors

Last time, we started to talk about the eigenvalues of sample covariance matrices of Gaus-
sian random vectors. We had (z;)iaN (0, %), where ¥ € S9%9 is a positive definite d x d
matrix. We have

:ET
! 1 1
X=|:]|eRrR™ S=-) mz =-X"Xeg
" n < n
1"7—[ i=1

We had the following theorem about the singular values of the random matrix.
Theorem 14.1.
1. P(0max(X) /v > Ymax(VE) (1 + 7) 4+ /tr(D) /n) < e /2.
2. P(0min(X)/v/1 < min(VE)(1 +7) — /tr(T)/n) < e /2,
The proof strategy was the following:
Proof. For simplicity, take ¥ = 1. We had three main steps:
(a) Concentration: P(|o(X) — Elop(X)] > t) < 2e~ /2.
(b) Elomax(X)] < v/n + V.
() Elomin(X)] > v/n — V.

Now we will give the details.
To prove (a), we need to show that the singular values are Lipschitz. By Weyl’s in-
equality,
o (1) — o(@2)| < [ X1 = Xoflop < [| X1 — X p.

This impies that o;(X) is 1-Lipschitz in || - ||, the Frobenius norm. Therefore, we get
Gaussian concentration, i.e. o;x(X) — E[ox(X)] is sG(1).
To prove (b), we wanted an upper bound of op,ax(X), using the variational formulation

Omax = sup <’LL, XU> :
(u,p)eSn—1xgd-1 \?/—’

We introduced the following ineqaality
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Lemma 14.1 (Sudakov-Fernique inequality). Let {Zg}oer, {Yo}oer be two continuous
Gaussian processes on a separable space T with E[Zg] = E[Yy]. If E[(Zg — Zp)?] <
E[(Yp — Yy)?] for all 0,0' € T, then

E [max Z9:| < E squamax Yp.
0eT 0eT

We will prove this later, but first, let’s see how this helps us. Define Z,,, = (u, X,),
where X; ; Y N(0,1), and define

n d
Yuo = Y uigi+ Y vigi = (u,g) + (v,h), % N(0,1),h; X N(0,1).
i=1 j=1

We check the second moment conditions:

E[ZuwZw ) = E[(X,uv " ) (X, 4/ (v/) )]
In the summations, all but the diagonal terms will vanish.
- (u, UT? ul(v/)T>

= (u,u')(v,v').
This tells us that

u,
1 1

=2 — 2(u,u’){v,v').

E[(Zuw = Zww)*) = ElZ; ) —2BE[ZuoZuw] + E[Zy /]
——

For Y, we have

E[(Viw — Y )] = EY.2] = 2E[Va Y] +E[YZ ]
9 9
=1 =2((u,u/)+(v,0")) =1
=4 —2((u,u') + (v,v)).
Then
E[(Yaw — Yurw)’] = El(Zuw — Zuw )] = 2(1 — (u,))(1 = (v,0)) >0

Now, applying the Sudakov-Fernique inequality gives

E max <u,XU>] <E [(W) max ((u,g>+<v,h>}

(u,p)ESn—1 x Sd—1 egn—1xgd—1

:E[( max <u,g>]+E[ max (v, h)

u,w)eSn—1x Sgd=1 (u,v)eSn—1x8gd-1
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= E[|lgll2] + E[||a]l2]
< E[|lgl|3]V/ + E[||ha|*)*/>
= Vn+ Vd.

For (c), we want to show a lower bound for oy, (X). We want to show that o, >
v/n —+/d (with n > d). We use the variational representation

Omin(X) = uin Dax (u, Xv)
Zu,v

Here is another Gaussian process inequality which is a sort of generalization of Sudakov-
Fernique.

Theorem 14.2 (Gordon’s inequality). Let (Zs ¢)sester, (Ys, t)sester be two Gaussian
processes with B[Z ;] = E[Y; ], and suppose that

E[(Z&tl - ZS,t2)2] > E[(YWH - T87t2)2] thth S Ta s € S?
E[(Zshtl - ZS2¢2)2] < E[(Ysl,tl - T827t2)2] Vs1 # sy € St1,tp € T

Then

E {maxmin Z; ;| < E |maxminYj;]| .
ses teT 7’ seS teT

Take Y, , = (g,u) + (h,v). Check that Z,, and Y, , satisfy the conditions in the
theorem. Then

—M%mmﬂzEﬁgyJWXﬂ4

=E | max min (u,—Xv)
_vGSd71 uesSn—1

<E| max min (g,u)+ (h,v

 |vesdt ueS”*1<g A >}

where g, h are iid Gaussian random vectors.

=E| max (h,v)| +E| min {(g,u
(o) +E | nin (0]

= E[llAll2] —Elllgll2] -
—— N —

So we get that
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14.2 Proof of the Sudakov-Fernique inequality

Now we will prove the Sudakov-Fernique inequality using the Gaussian interpolation method.
Here is a simpler version of the inequality for when the index set is finite.

Lemma 14.2 (Sudakov-Fernique inequality). Let X, Y € R™ be two continuous Gaussian
random vectors with E[X] = E[Y]. If E[(X; — XJQ] <E[(Y; - YJQ] for alli,j, then

E [max Xi] <E [max Yz] .
i€[n] i€[n]

Proof. Without loss of generality, we may take X,Y to be independent. Let p = E[X] =
E[Y], and define

X=X—p,=T —peR” Z(0) = cos 0X + sin 05 4.

Fix 8 > 0, and define the soft max function Fj : R® — R by Fs(z) = 7 log(>_r_, %),
The parameter S determines how soft this“soft max” function is; when § — oo, this
will be the max function. For 6 € [0,7/2], let () = E[F3(Z())]. The idea is that
©(0) =~ E[max;cp,) X;] and ¢(7/2) ~ E[max;e), Y], and these will be exact as we let
B — oo.

Using Fubini’s theorem and the cain rule, we can calculate the derivative

P (0) =E |> 0, Fs(Z(0))(—sin0X; + cos Y)
i=1
Using integration by parts or Stein’s lemma,
cosOsin0E | S 32, F(2(0)) | (EV:¥;] ~ E[X;:Y))
ij=1

Define p;(z) = 0y, Fs(x) = €5/ > e P%i | which is a probability distribution on R™.
Using some algebra with p;, we can show that ¢/(f) > 0. This means that ¢ is increasing,
50 ¢(0) < p(7/2). Then we let § — oo to get the inequality. O

The details of the algebra in the proof are contained in chapter 5 of Wainwright’s book.

14.3 More on Gaussian comparison inequalities

Here are some comments on these Gaussian comparison inequalities, which are very useful
in many cases. There is a more general statement of Gordon’s inequality, which contains
both an expectation version and a probabilistic version:
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Theorem 14.3 (Gordon’s inequality). Let S,T be finite sets (or separable sets with con-
tinuous processes). Let (Xst)sester, (Yst)sester be two Gaussian processes with E[ X ;] =
E[Y;:] = 0, and suppose that

E[(Xst, — Xst)?] 2 E[(Yer, — Tsp,)?]  Vti,ta € T,s €S,
E[(Xshtl - XS2¢2)2] < EKYSLM - Tsz,t2)2] Vs1 ?é 82 € Satlat2 eT.
Then

1. For any deterministic function Q(s,t),

E in X ) <E inY, t)]| .
[mm s+ Qs >] < [mm s+ Qs >]

2. If we further have E[X2,] = E[Y2], then for all 7 € R and functions Q(s,t), we have

P i X t)) > <P i Y, t)) > .
(g0 s @0 2 ) <2 (g - € 2 )

For the probabilistic version of the inequality, it is better to assume the mean is zero,
but we do not need this for the expectation version.

This inequality can be used to derive the Gaussian contraction inequality: G(¢(T')) <
G(T) if ¢ is 1-Lipshitz. We can also use it to prove the following.

Theorem 14.4 (Sudakov minorization). Let {Xg}ger be mean 0 Gaussian process on T
Then

E [supXe] > sup = /log M(&; T, px),
0eT e>0 2

where M(g;T, px) is the packing number of T with metric px(6,0") = \/Var(Xy — Xo/).

These applications are shown in chapter 5 of Wainwright’s book.

14.4 Concentration of sub-Gaussian sample covariance

Now, we generalize our analysis to the case where x; are sub-Gaussian random vectors,
E[ziz] ] =¥ € $9%? is a positive definite d x d matrix. Here,we still have

ZET
' 1 1
X=|:]eR™,  T==>gx =-X'Xes™
: n “ n
x;Ll— i=1

In this context, similar concentration results will hold.
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Definition 14.1. We say a mean 0 random variable = € R? is sub-Gaussian(o) if
E[eMv®)] < N llvl5o%/2 VA e R,v e RY

Remark 14.1. This is not the same as saying that each entry of the vector is sub-Gaussian.
But if we suppose z € R? with 2; independent sG(c), then z is sG(0):

E [6)\2?:1 vixi] _ E[e)\vimi]

—.

-
I
N

€>\2Ui202/2

IA

-
Il
—

_ NlliZo?/2,

Theorem 14.5. Let (z;);cy be independent mean zero sG(o). Then with probability at
least 1 — 0, we have

o~ log(1 log(1
||z—z||0p§ca2< as Of( [9) , 4t 05( /5)>.

The upper bound is of the same order as the Gaussian case. The only difference is that
we lose a universal constant C.
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15 Concentration of Sample Covariance of Sub-Gaussian and
Bounded Random Vectors
15.1 Concentration of sample covariance of sub-Gaussian vectors

Last time, we were talking about concentration of sub-Gaussian sample covariance. If we
have X; PSP € P(R?) and covariance matrix E[X;X,;'] =X € SiXd. Then we can estimate
3 by the sample covariance matrix ¥ = %2?21 X; X, = %XTX € SiXd.

Definition 15.1. We say a mean 0 random variable x € R? is sub-Gaussian(o) if
E[eMv®)] < NIz /2 YA eR,v e RY

A sufficient condition for X € R? to be sG(c) is that X; are independent with X; ~
sG(o).

Theorem 15.1. Let (X;);g|n be independent, mean 0sG(o). Then wth probability at least
1 -6, we have

a log(1 log(1
IS = Sl < ng< d +1og(1/5)  d + log( /5>>'

n n

Proof. Here is the high level intuition of the proof:
We can represent

1€ = Sllop = sup |(v, (2 - E)v)|
veSI—1
LS (X0 0)? — Bl 0))

n -
=1

= sup
veSd-1

(a) Fix v. Then 1 3% | ((X;, v)? — E[(X;,v)?]) has a sub-exponential tail bond.

(b) If we let |2 = N| be the size of an e-cover of the sphere, then we get the metric
entropy bound (instead of a union bound over all the points on the sphere)

vess i;«&vf — E[(X;,0)7)| S \/@  loe0/D)

(¢) Show that N, = d.

(d) Last, show that the discretization error is multiplicative.
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Now for the actual proof:
Let Q. = {v!,...,v"e be an e-covering of S%~! in the ||-||2 norm. Then |Q.| < (1+2/¢)%.
We claim that for every matrix A € R%*¢,

1
[Allop < T 9. .2 SWp |(, Av)|.

2 — % yeq,

This claim holds because
|Allop = sup v, Av).
veSd—1

Then for all v € S9!, there is a v/ € Q. such that ||v —wl||s < e. We can then compare
(v, Av) = (w, Aw) + 2(v — w, Aw) + (v — w, A(v — w)).
Using this algebra, we get the bound

sup |(v, Av)| < sup [{w, Aw)| + (26+62)||A||0p.
veSI—1 weN,

Rearranging this gives the claim:

1
5 sup |(v, Av)|.

Allop <
” HOP 1 — 92 € e

Take £ = 1/8, so we have a covering with || < 17¢. Then

1 = 2lop <2 sup [(v, (X = E)v)].
vEQl/g

Now look at the tail bound of ||(v, (£ — Z)v)| for fixed v. Then

1 n

(v, (B =Z))| = |~ > (0, X:)” — E[{v, X;)?]| .
i=1

By assumption, (v, X;)/o is sG(1), so (({(v, X;)? — E[(v, X;)?])/o? is sE(1,1). Therefore,
G ima (v, X3)? — E[{v, X3)%]) /o is sE(1//n, 1/n).

Thus, we get the sub-exponential tail bound

~

P(|(v, (E — S)v)| > 0°t) < 2exp(—nmin(t?,t).

Using a union bound, we get

~

P(|(v, (£ — Z)v)| > 0?t) < 2exp(—nmin(t?,t) + dlog17).
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d+log(1/6) d+log(1/8
n

S )}, so we get

Now pick ¢t = C' max{

P ( sup |(v, (E = D))| < Co? max{ dt log(l/é), d + log(1/9) }) >1-0.

UEQl/g n n

That is, with high probability,

IS — Sl < 00 max{ d +log(1/0) d-+1og(1/9) } |
n mn

15.2 Concentration of sample covariance of bounded random vectors
Theorem 15.2. Let X; X xe R?, and let the covariance matriz E[XX "] = . Suppose
that || X||3 < b almost surely. Then with probability 1 — §,

a b|X||2log(d/o b
HZ_ZHO}DS 2] Zg( / )‘f‘*

- log(d/9).

Example 15.1. Let X ~ Unif(S41(v/d)), and let & = E[XX '] = Id. Then we have

b = d, so the theorem gives
N dlogd d
IS =22 <1/ 28 4 Soga.
n n

The proof of this theorem follows from a matrix Bernstein inequality, which we will
NOW prove.

15.3 Matrix Hoeffding/Bernstein inequality
In general, let Xy, Xo,...,X, € R be independent sG(o) random variables. Then the

U eX[) - .

Theorem 15.3. Let Q1,Q2, ..., Q, € S¥™9 be independent sG(V), where V € SiXd. Then

nt?

P ( ii(Xi - E[X3])

i=1

The matrix Hoeffding inequality says

3@ - EQ)

P

op
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We get an extra factor of d in the bound. Notice that when d = 1, notice that this
reduces to the scalar Hoeffding inequality. Let’s review the proof of the scalar Hoeffding
inequality:

Use the scalar Chernoff inequality to get

1 ¢ E[e* Tim: (Xi-EXi))
P (n ;:1:()(1 E[X;)) t) inf i

Using the scalar tensorization of the MGF,

| J E[eA(XHE[Xi])]
A>0 eAt”
Now we use a scalar MGF bound from the sub-Gaussian definition.
n
< inf N202/2 —£m
< /1\1% f }_[1 e e

_nt?
—= € 202_

The proof of the scalar Bernstein inequality is similar.

15.3.1 Matrix Chernoff inequality
Here is a Matrix Chernofff inequality:

Lemma 15.1. Let Q € 8% be a symmetric matriz. Then

. Eftr(eX9)]
P()\max(Q) > t) < )l\gg T-

Let Q € S%4 be a symmetric matrix with eigendecomposition Q = UAUT. If
we let f : R — R, we define f(Q) := Udiag(f(Ai,...,f(A))UT € 8% 50 e? =

(%) ;
U diag(eM,...,e M)UT. If f is an analytic function with Taylor expansion f(x) = Y 5%, 20 i

q!

then "
=y "
i=1 ’
In particular,
eQ = ,*QZ.
7!
=0

Proof. For A > 0,



Use Markov’s inequality.

E[)‘maX(eAQ)]

<
= ot

The largest eigenvalue of a positive definite matrix is upper bounded by its trace.
< E[tr(e)‘Q)].
= et
15.3.2 Sub-Gaussian and sub-exponential matrices
Definition 15.2. A matrix Q € S¥*¢ with E[Q] = 0 is sub-Gaussian (V) for V € S¢*% if
do(\) =E[e9) =2 V2 waeR
This is not equivalent to the definition we have given for vectors.

Example 15.2. Let Q = ¢B, where B € S%¢ and ¢ ~ Unif({£1}). Then

B[] = >~ Q")

201 /A2B2\’
*z}w( 2 >
_ NBY2

Similarly, we can define sub-exponential matrices.

Definition 15.3. A matrix Q € S9¢ with E[Q] = 0 is sub-exponential(V, ) for V €
SiXd and o € Rzo if

1
do(\) = E[e*9] < V2 )| < -

Here is a sufficient condition: Define Var(Q) = E[Q?] — (E[Q])? € ST*¢. I E[Q] =0
and ||Qllop < b a.s., then Q ~ sE(Var(Q),b). This is proved in Wainwright’s textbook.

Example 15.3. Let || X;|l2 < Vb, so E[X; X, ] = 2. Then if we let Q = X;X,' — %, then
|Qllop < b. This gives
Var(Q) = E[(X;: X — %)’ 2%,

so @ ~ sE(bX, ).
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15.3.3 Tensorization of the matrix MGF

Now we know how to give an upper bound of the matrix MGF. The last step is to see the
tensorization of the matrix MGF. The scalar MGF tensorizes as

E[e* =i %] = T B,

i=1

This is not true for matrices:

Bl 512 2 [T B[],

i=1
since eAtB = e4eB. However, this lemma solves the problem:
Lemma 15.2. Let Q4,...,Q, be independent. Then

tI‘(E[e)‘ et Qz]) < tr(eZ?:1 logE[eAQi])'

To prove this, we use the following general matrix inequality:

Lemma 15.3 (Lieb’s inequality, 1973). Let H € S¥9. Then the function f : SiXd - R
sending A — tr(eff 18 4) s concave.

This inequality was originally proven for the use of quantum information theory. Using
Lieb’s inequality, the lemma is just the repeated application of this concavity and Jensen’s
inequality. Now we we can prove the matrix Hoeffding inequality:

Proof. Let @; be independent sG(V;) random matrices with E[Q;] = 0. Use the matrix
Chernoff inequality to get

1 .,
P max | — E i | > < inf E A>T ; —nt
(/\ (” im1 Q) N t> < Jal Eler(e Qile
Using the Matrix tensorization of the MGF,

< inf tr(ezz;1 logE[ein])efAnt
T A>0

Now apply the matrix sub-Gaussian upper bound and the inequality log A < log Bif A < B
(which is not true in general for every monotone function) to get

inf tr(62?=1()‘2/2)vi)e*)‘"t

A>0

< d inf eO/DnIVllop—Ant
A>0

nt2

— de 2MVTop . 0
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This gives the matrix Hoeffding and matrix Bernstein inequalities:

Theorem 15.4 (Matrix Hoeffding inequality). Let Q; d sG(V;) with E[Q;] = 0. Then

t2
> ¢ §2dexp<—n >

P nt
202

1 n
nizlcyi

op
where 02 = H% Y1 Villop-

Theorem 15.5 (Matrix Bernstein inequality). Let Q; nd sE(Vi, ;) with E[Q;] = 0. Then

1< 2t
P — i >t <2d — i —,
nZQz > < exp< nm1n{202,2a*}> ,
=1 op
where 02 = || L 370 Villop and on = max;ep,) .

Remark 15.1. These are symmetric versions of these inequalities. We can prove non-
symmetric versions by taking A € R"*¢ and considering

— 0o A (n+d)x (n+d)

The singular values of A are related to the eigenvalues of Q.

Going back to the sample covariance, we have || X;[3 < b and E[X;X, ] = ¥. Then
Y — ¥ ~sE(bX,b), which gives us the matrix Bernstein bound

PP =2llop 2 1) < 2dexp | —nmin § 55rer— op ¢ |-
(I lop =) < exp< ”mm{ZbHEIIop Zb})

So with high probability,

R B[S0 log(d/8) b
15— Dl i A 080D Dy,
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16 Introduction to Sparse Linear Regression

16.1 High-dimensional linear regression

Consider the following high-dimensional linear model, with y = X0* + w € R", where

Y1
X € R is the design matrix and y = . | is the response. We write the design
Yn
matrix as
o]
X=1:1, xieRd,izl, ,n
Un
and the parameter as
or
0* = :
07,
We interpret
o
w =
-wn

as noise. We can also write the problem in the scalar form
yi = (x4, 0%) +w; i=1,...,n.

Our task is that we observe (X, ), and we want to estimate #* € R?.

The classical asymptotic regime is that the dimension d is fixed, and the sample size n
is large. We will focus on the high dimensional regime, in which both d and n are large,
and d > n. In high dimensions, least squares will not give a consistent estimate. We need
some further assumptions on 6* and X so that consistent estimation is possible in high
dimensions.

We will assume a sparcity assumption.

Definition 16.1. For #* € R?, define the support as
S(0%) ={j €ld]:0; #0}.

We will assume that [S(6*)] < s. If S(0*) is known, then n > s is enough for consistent
estimation. We can look at the least-squares problem
Helin ly — Xs0s]|3, where 0g = (6;)ies € R,
S
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T1,5
Xeg=| : | er™IS where z;5 = (2;)jes € RN
T
xn,S

which will have a unique minimizer.
Because of this, we will focus on when S(6*). We will show that n > slog(d/s). The
interesting regime for this problem is when s < n < d.

16.2 Recovery in the noiseless setting

In the noiseless setting, we have
y = X60* e R", 0* ¢ R?,

where 0* is s-sparse. Our task is to recover 6* given (X, y). If n < d, there will be infinite
solutions 6 such that y = X6. The null space of X is

Null(X) := {A € RY: XA =0}.

For all A € Null(X), 0 = 0 x +A satisfies y = X6. The feasible space of y = X0 is the
affine space 6* + Null(X) = {6* + A : A € Null(X)}. This gives infinitely many solutions.
To find 6*, we can use fp-norm minimization:

d
Jmin (600, 16l = Z 10,0}
-

However, this is computationally hard because this norm is not convex. To solve this
problem, we need to search over S C [d], where |S| is from 1,2,...,s, and look at whether
there is a solution of y = Xgfg. The complexity of this problem is

(5 0) =

which is exponential in the sparsity. We would prefer polynomial complexity.
Instead, it is more efficient to consider the convex relaxation of £1-norm minimization:

d
win [0 = 310
y=X0 i—1

This problem was called basis pursuit in the original 1994 paper by Chen, Donoho, and
Saunders.'? If we consider the convex dual problem, then we get the LASSO problem, as

2This paper was not published until 1998.
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introduced by Tibshirani. This ¢;-norm minimization problem can be reformulated as a
linear program and solved efficiently.
Our question is as follows: What is the condition such that the solution

= argmin{||0]|; : y = X0}
0
equals the original 6*7

16.3 A sufficient condition for exact recovery

Fix 6* € R? with S(0) = s. We want some condition of X € R"*? such that

argmin{||6]|; : X6* = X6} = 0*.
[4

Notice that X0* = X6 means that § € Null(X) + 6*, so this condition can be reformulated
as
V0 € 0" + Null(X)\ {07}, [[0]lx > [|64]l1-

When will this property hold?

Example 16.1. To gain some intuition, consider the case with d = 2, n = 1, and with
dim Null(X) = 1. Then 6* + Null(X) is an affine space passing through 6*.

8" + Ml (x )
surely B
0 Mall(%)
not Saticty }%

We can define the tangent cone

T(0%) == {A € R ||9* + tAl|; < |0%]]1 for some t > 0}.
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This enters the picture as follows.

9'.:.}.‘41*_)

Nt Sat ‘* é

We can see from the picture that we will not have exact recovery exactly when 6* +Null(X)
intersects the tangent cone at more than one point.

We will get exact recovery when
0" + Null(X)No*+T(6%) ={6"},
which is equivalent to the condition
Null(X) nT(0*) = {0}.

This is a necessary and sufficient condition for exact recovery.of 8*. This condition involves
the interplay between properties of X and properties of 6*.

Let’s see how to reformulate this tangent cone. In our example, d = 2, S = {2}, and
0* = (0,1)". Then

T(0) = {(A1,A2) : 3> 0, [0, 1) + (tA1 + Ag)[[1 < (10, 1)1}
{(A1,Ag) : 3t > 0,t{Ar] + |1+ tAs] < 1}
= {(A1,A2) 1 [A1] < |As], Ay < 0}

In general, suppose S(6*) = S C [d]. Then we can express the tangent cone as
T(0%) = {A € R?: |Agelly < [|Aslh, Ai, 0 < 0Vi € S}, Ag = (Aj)ies, Ase = (A)iese.

Define the cone
C(S) :={A eR?: |Age|1 < [|[As]l1}-

Then T'(6*) C C(S) for any S(6*) = s. A sufficient condition for exact recovery is that

C(S) N Null(X) = {0}.
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Definition 16.2. Let X € R"*? with S C [d]. We say taht X satisfies the restricted
nullspace property with respect to S (RN(S5)) if

C(S) N Null(X) = {0}.
Theorem 16.1. The following are equivalent:
(a) For all 6* € R® with S(6*) = S,

argmin{||0||; : X0, = X0} = 6*}.
0

(b) X satisfies the RN(S5), i.e.

C(S) N Null(X) = {0}.
Earlier, we said that RN(S) was only a sufficient condition for exact recovery. But this
theorem says that it is necessary to have exact recovery for any 6* with S(6*) = S.

Proof. (b) => (a): Let 6 € argming{||0]l; : X¢* = X¢}. Then [|f]ly < [|0*[l. Now
suppose we define A = 6 — §* € Null(X); we want to show that A € C(S). Then we have

1651 = (167l
> [6" + Al
=105 + Asll + || 05 +Ase|
—~

=0
Using the triangle inequality,

> 1051l = [Aslly + 1 Asell

Cancelling ||0%|1 on both sides, we get | Age|lr < HBSH That is, A € C(S) N Null(X). By
our assumption, this means A= 0, so 9 =0~

(a) = (b): Let # € Null(X) \ {0}. We want to construct a * so that to recover 6*,
we need RN(S). We will not prove this direction because it is mostly more algebra. O

What are examples of matrices satisfying RN(S)? For a random matrix X € R™*? with
Xij py N(0,1), RN(S) is satisfied with high probability as long as n 2 slog(d/s). This is
one of the main components of compressed sensing. If you want to estimate a sparse

signal, you can apply a random matrix and solve this /; minimization problem.
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17 Sufficient Conditions for Exact Recovery in Sparse Lin-
ear Regression and Introduction to Noisy, Sparse Linear
Regression

17.1 Recap: sparse linear regression via the restricted nullspace condi-
tion

Our model is a the high dimensional sparse linear model, y = X6* € R?, where X € R"*¢,
¢* € R? and the support of 6* has cardinality [S(6*)| < s. Given (y, X), we want to recover
0*. When d > n, we want R
0 := argmin ||6]|;.
y=X0

When can we have exact recovery? Last time, we had the following condition.

Definition 17.1 (Restricted nullspace). Let S C [d]. X € R"*? satisfies RN(S) if C(S) N
Null(X') = {0}, where

C(S) == {A e R: [Ase|1 < [ As1}.
Theorem 17.1. The following are equivalent:
1. For all 6* € R with S(0*) = S,
argamin{H@Hl : X0 = X0} =0"}.

2. X satisfies RN(S), i.e. Null(X) capC(S) = {0}.

However, it is hard to verify the restricted nullspace property for a matrix, since we
need to check all subsets of [d] of cardinality s. How can we find examples of matrices
satisfying this property?

17.2 Two sufficient conditions for the restricted nullspace property

The intuition is that if d < n (which is not the case we want to solve), X is full-rank, so
we can take X ' X/n = I;. This implies that Null(X) = {0} because

|Xvl3/n = oT(XTX/n)o = v Iw = oll3.

Since C(S) is basically {6 : S(#) = S}, we can restrict to S. So as long as we have
(XTX)ss/n=1Is,ifve{0:5(0) =s} N Null(X), we can say

vH(XTX /)0 = o] (XTX/n)s 505 = [[os]l3.

This equals 0, so we get vg = 0; i.e. v =0.
This motivates the following definitions.
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Definition 17.2. Let I' = X " X/n — I;. The pairwise incorherence®® is

dpw(X) = max T4 = max (X TX/n— I4)4.

The restricted isometry constant'? is

.
8(X) = maoe [T slop = e | X X/ — I lop,

where Xg € R"*? is the matrix where we only keep the columns in S.

Note that 64 = ||T'||op-

17.2.1 The pairwise incoherence condition

Proposition 17.1 (Incoherence implies RN(S)). If dpw(X) < 4, then X satisfies RN(S)
for any |S| < s.

Proof. Assume that dpw (X) < 5=, and take any 6 € Null(X) \ {0}; we want to show that
6 ¢ C(S). Let S C [d] with |S| < s. That is, our goal is to show that ||0gc|[1 > ||0s||1. The
nullspace condition gives

2
0= [|X0]l3
We now want to decompose this into g and fgc so these two quantities appear. Writing
Og € ]Rd,

= | X (65 +65)|3
=01 Xd X505 + 205: X $c X505 + || X5c0s¢||3 .
N—_———

>0
This implies that
0L X3 Xs0s < 2|05 Xd-X505).
We can normalize by n to get
04 (Xs Xs/n)0s < 2|05 (X g Xs/n)0s].
The left hand side is

05 (Xg Xs/n)bs > Amin(Xg Xs/n)|6s]13
Using the fact that [|0]|2 < [|6]|0|63, we get the lower bound
> Amin(X$ Xs/n)[|05][3 /5.

13The pairwise incorherence was introduced in 2001 by Donoho and Huo.
' The restricted isometry constant was introduced by Candes and Tao in 2005
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To upper bound the right hand side, we use the fact that a " Ab < ||a||1]|4b]lse < ||al|1 || Allmax||b]|1-
Then

2105 (X3e Xs/n)0s| < [|6s]l1]10se[11]1 X e X5 /7l max/
Putting these inequalities together gives

05l Awin(XT Xo/m)
”HSHI N 25||X;—CXS/n||max

So far, we have not used the pairwise incoherence. We claim that the pairwise inco-

herence condition dpw(X) < 3% makes the right hand side > 1. The key is to observe

that | X Je Xs/n|lmax < opw(X) and that Amin(X, Xs/n) > 2/3 if the pairwise incoherence

condition is satisfied. O

17.2.2 The restricted isometry property

Here is another condition that implies the restricted nullspace property.

Proposition 17.2 (Restricted isometry property implies RN(S)). If d25(X) < 1/3, then
X satisfies RN(S) for any |S| < s.

This is proposition 7.11 in Wainwright’s textbook, and we will not provide the proof
here.

Remark 17.1. In general, we have the algebraic inequality

(5pw(X) < 53(X) < Sépw(X).

The pairwise incoherence is computable in polynomial time, while the weaker RIP
condition needs time Y ;_, (i) Here is an exercise which shows that we can satisfy these
conditions randomly.

Proposition 17.3. Let X € R™? and X, ; b N(0,1). Then
(a) If n 2> s?logd, then dpw(X) < 3—15 with high probability.
(b) If n 2 slog(%), then d25(X) < % with high probability.

Here is the idea of the proof.

Proof.
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(a) Write

Spw = max (XTX/n — 1q)i ;]

1 n

- Y wigtig — i
k=1

Note that E[% Z?:k Xi,ka,k] = 61‘,]'7 SO Iiyj = %Z?:k Xi,ka,k:] —51'7]' will be SE( L %)

n

= max
27-]

B

for fixed ¢, j. Then Bernstein’s inequality gives

P(|I; ;| > t) < 2exp(—cnmin(t, t?)).
Using a union bound, we get

P (max \I; ;| > t) < 2d? exp(—cn min(t, t?)).

17.7
Now, if we let t = é, call the right hand side d, and solve for n, we get the condition
n > s2log(d.6).

(b) The proof is similar, using the matrix version of concentration. O

Remark 17.2. Certain random matrix distributions will satisfy RN(.S) but not the RIP

or coherence. For example, we will show later that if X; NN (0,%), where ¥ = (1 —
w)Ig + pd1T, then X still satisfies RN(S) with high probability. Here is a figure from
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Wainwright’s textbook:

Prob. exact recovery vs. sample size (= 0.5) Prob. exact recovery vs. sample size (p = 0.5)
1.0 1.0

e
co
=
o

e
o
=
=

o
>
o
N

Probability of correct recovery
Probability of correct recovery

0.2 0.2 e d—128
=X d =256
d=512
0.0 0.0 4 d-f
0 50 100 150 200 250 300 350 400 00 05 10 15 20 25 3.0
Raw sample size n Rescaled sample size
(a) (b)

Figure 7.4 (a) Probability of basis pursuit success versus the raw sample size n
for random design matrices drawn with i.i.d. rows X; ~ N(0,Z), where u = 0.5
in the model (7.17). Each curve corresponds to a different problem size d €
{128, 256,512} with sparsity s = [0.1d]. (b) The same results replotted versus the
rescaled sample size n/(slog(ed/s)). The curves exhibit a phase transition at the
same value of this rescaled sample size.

Here, there is a phase transition threshold which needs to be identified with an asymptotic
analysis that we will not cover.

17.3 Estimation in the noisy setting

Now we will change our model to y = X0* + w € R™, where

wq x| 07
w=|:]€eR" XeR™  X=|:|, 6=|:
Wy, x,) oy

We assume the sparsity condition |S(6%)| < s. Given (y, X), we want to estimate §*. This
time, we want to minimize [|0||; subject to the constraint that ||y — X8| < b%.

Here are three equivalent formulations of the LASSO problem, which we use for our
estimation:
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1. The X\ formulation:

~ . 1
6 = argin { 1y~ X018 + A0 }.
9cRd n

2. 1-norm constrained formulation:

1
argmin{”y—X@H%} st. 101 <R
0 2n
3. The error constrained formulation:
. 1 2 2
arg min{||0]|1} s.t. —|ly — X603 < b°.
0 2n
These are equivalent in the sense that for all A, > 0, there is an R < oo such that
the solution fo the 1-norm constrained formulation with parameter R is a solution of the
A formulation. Similarly, we can go the other way. This equivalence requires a condition

on X and is just convex duality.
How can we bound the estimation error? We will discuss this next time.
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18 Efficient Error Estimation for Noisy, Sparse Linear Re-
gression

18.1 Recap: introduction to noisy, sparse linear regression

We are investigating sparse linear regression, with the model y = X6* 4+ w € R", where

wq x| 07
w=|: | €eR" X e R™¥4, X=1:1, 0* =
W, ) 0

We assume the sparsity condition |S(6*)] < s. Given (y, X), our task is to estimate 0*. We
had three formulations of the LASSO problem:

1. The A\ formulation:
~ ' 1 )
0 = argmin § —[ly — X0 + Aal6l1 ¢,
fcRd n

2. 1-norm constrained formulation:

1
argmin{Hy—XHH%} st. |01 <R
2] 2n
3. The error constrained formulation:

. 1
argmin{[|0||;}  s.t. 2—||y—Xe||§ < b2
9 n

Given these three formulations, how can we give a tight upper bound of the estimation
error [|§—0.2? Last time, in the noiseless setting, we had the restricted nullspace condition
Null(X) N C(S) = {0}, which was sufficient for exact recovery of 6,. In this noisy setting,
we will have the restricted eigenvalue condition, which will be sufficient for efficient
estimation.

18.2 The restricted eigenvalue condition

Recall the C cone
C(S) :={A eR?: |Ages < [As]l1}-

We can modify this by adding a parameter:

Ca(S) :={A € RY: |Age|l1 < a||As1}-
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In this extended definition, C(S) = C;(.5). If we let a — 0, we get
Co(S) = A eR?: S(A) =S}
Later we will focus on the C, cone for o« = 3.

Definition 18.1. X € R"*? satisfies the restricted eigenvalue condition over S C [d]
with parameter (k,«) (denoted RE(S, (k, «))) if

(A, (EXTX)A) = LIXAIR> AR VA € Ca(S).
This is called the restricted eigenvalue condition because the condition
<A,(%XTX)A> > k||All3 VA € R?
is equivalent to )\min(%XTX) > K.

Here is some intuition. We can think of the RE condition as a sort of strong convexity
for the objective function. Suppose we define the objective function

1
La(®) = - lly — X013

which we want to minimize to get a minimizer §. The Hessian is

1

= ~XTX eR%
n

V2L, (0)

When the sample size is large, we know that there is concentration:

sup |Ln(0) — E[Ly,(0)]] < small,
fcRd

but we want to bound [|§ — 6*[|2. If the Hessian is lower bounded by a large number, then
the objective function will grow very fast around the minimizer. On the other hand, a

115



weak bound may mean that the objective function grows too slowly around the minimizer.

0Ly bpeoerereeo- \/ { ,f‘}i_ ,,,,,,,,, E ,,,,,,

? ] 8L, e
~ % g
) 0 9
@ (b)

Figure 7.5 Illustration of the connection between curvature (strong convexity) of
the cost function, and estimation error. (a) In a favorable setting, the cost func-

tion is sharply curved around its minimizer @, so that a small change 6L, :=

L.0%) - L,,@) in the cost implies that the error vector A = 0 - 6 is not too large.
(b) In an unfavorable setting, the cost is very flat, so that a small cost difference 6.L,
need not imply small error.

18.3 Bounds on /5 error

Our setting is
Y = X6* 4+ w, X e R ¢9* ¢ RY, w e R”,

where s < n < d. We make two assumptions:
(Al): S(6*) =S C [d], where |S| = s.
(A2): X satisfies RE(S, (k, a0 = 3)).

(A2) is a bit of an abstract condition. Later, we will show that Gaussian random
matrices satisfy (A2) when the sample size n is larger enough than the sparsity level s.

Theorem 18.1. Under assumptions (A1) and (A2),

. . T
(a) X\ formulation: Take the Lagrangian parameter A, > 2||%-%|o. Then

~ 3
0-0°12 < SV,

(b) 1-norm constraint formulation: Take R = ||0*||1. Then

~ 4
16— 0%l < V5

X Tw
no |l
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~ . 2 o Jlwl3
(c) Error constraint formulation: Let b > 5 2. Then

T 2

b2
\/E
In all these cases, we have the 1-norm bound
10— 6%l < 4V/5/16 — 0"l

Remark 18.1. This theorem is fully deterministic. There is no probability happening,
and this theorem is entirely due to algebra.

Remark 18.2. The bound % is independent of n.

Remark 18.3. People generally think that the A formulation is best because the bound
is not so sensitive to the choice of the hyperparameter A,. In the second formulation, it is
also difficult to pick R because we do not know what [|0*]; is.

XTw

In all cases, the error bound is /s|| lloo, and it is difficult to know what the typical
size of this is. We make a further assumption: Assume X is deterministic with RE(S, (k, 3))
with max;cq) H\JFHQ < C, where z; € R” is the j-th column of X. Let w ~ sG(o) with
E[w] = 0.

If these assumptions hold, then we claim that

XTw logd
— X < gy ] 28
12| = 5 02
Here, (z;,w)/n ~ sG(oy/1/n). This tells us that
~ slogd
16— 6712 < Sy
- n

So we will have efficient estimation as long as n > (62 V 1)slogd.

18.4 Proof of RE condition bounds

The overall strategy is two steps:

1. Derive a basic inequality (the zero order optimality condition)

2. Algebraic manipulation.
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Proof. (b): let’s prove the 1-norm constraint formulation,

~ 1
0 = arg min 2—||y — X|thetal?  s.t.[|0]]1 <||6*||1 = R.
0 n

By the optimality of (9\, we know
1 ~ 1
—ly — X0|3 < —|ly — X60*||3.
—lly - Xl < =y — X0°|

This is the zero order optimality condition. (The first order optimality condition for opti-
mizing f(z) subject to g(x) < 01is Vf(Z) = AVg(Z), where X is a scalar.) Here the right

~

hand side is 5-||wl|3, and the left hand side is 5-||w + X (6* — 0)||3. So we have
[wl3 > [lw+ X (6~ )3
= [[wl3 + 2(w, X (6" — 0)) + || X (6" — )13
Denote A = 6§ — 0*, which is what we want to bound. We can solve this to get
IXA|2 < 2(w, XA).

Thus, our basic inequality is:

1, o~ 2 -
“ | XA < ZwT XA,
n n

If A € Co(S), the left hand side can be lower bounded by
Loy R2 A2
;HXA”Z > k[|All3,

using the restricted eigenvalue condition. To check why A€ Ca(9), note that the condition
6]l < [|6*||; tells us that A € C(S) C Cs(S). ~

The right hand side can be upper bounded by viewing the scalar w' XA as the product
of the vectors w' X and A:

2 ~ 2 ~
“w! XA < =X Twloo - 1
n n
Since A € C(S), we can efficiently bound the 1-norm in terms of the 2-norm:
1Al = 1Asel + [Aslh < 21As]h < 2v5]Bs]l2 < 25 A

Using this in our inequality and dividing by « on both sides gives

XTw
n

~ 4
1A < 28

HOO
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Remark 18.4. If instead of bounding by || X "w]|c - Hﬂl, we try to bound by || X Tw]|2- m%
then we get Alls < 2| X Tw/nlls ~ \/g. This is worse than the rate \/@.
The proof of (c) follows the same lines:

Proof. The error-constraint formulation

N ' 1
6 = argmin{||6||1} s.t. Q*H?J - X0|3 < v
0 n

gives (using y — X0=w-— Xﬁ)
{Wmswwh

g llw + XAl < g flwla + (0 — 5 wl)

The algebra proceeds the same as for (b), but we have to keep track of the additive term

2 w3
202 - 5l 0

The proof of (a) has slightly different reasoning:

Proof. We first show that when A, > QHXTTwHOO, we have A € Cs(S). By optimality, we
have

1 N * N 1 *
%||w+XA\|§ + A |0F +F AL < %kug + X107

This gives us the Lagrangian basic inequality

1 ~ wI XTA . .
SIXAIR < 22 (6t - 16 + Al
We can upper bound the right hand side by
XTw ~ . PN —~
< [A[[ + An(ll0s]1 = 1105 + Aslls = | Ase]l1)
X Tw ~ ~ ~
<[5 180+ ARl - 1Bt
An oo ~
< < BllAsl = [[Ases.

This upper bound must be nonnegative, so
1Asellr < 3[|1As]1,
which means that A € C3(S5). Now, by the RE condition and this bound we have shown,

An

Koo~ ~ ~
S 1415 < Bl Asll = [1Aselh)
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An ~
< 5 3Vs[All2.

Canceling a factor of ”AHQ on both sides, we get HAHQ < %\/5 O

Next time, we will show that the RE condition is satisfied with high probability for
Gaussian random matrices.
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19 Restricted Eigenvalue Condition for Gaussian Random
Matrices

19.1 Recap: Noisy, sparse linear estimation and the restricted eigenvalue
condition

Let’s continue our analysis of noisy, sparse linear regression. Our model is y = X0* +w €
R"™, where

-
Ly

weR",  X=|:|eR™,  ¢*cR? 1S(6)] < s.
T
xn

We looked at the A formulation of the LASSO problem, where

g e argmln*Hy X0|13+ Mall0]]1-
S

We also looked at the 1-norm constrained and error-constrained formulations of the prob-
lem. We defined the C, cone

Ca(S) = {A €R: [Ase|l1 < af|Asll1}-

Using this cone, we defined the restricted eigenvalue condition for efficient bounds on
estimation.

Definition 19.1. X ~ RE(S, (k, «)) if
1
~[ XAl > slAllZ VA € Ca(S).
We proved the following result.

Theorem 19.1. Assume that RE(s, (k,3)). With a proper choice of hyperparameter, we
have

10612 5 x/§

Now we would like to answer the question: When does RE hold?

XTw slogd
pat

19.2 Restricted eigenvalue condition for Gaussian random matrices

Theorem 19.2. Let X; id

c1 <1 < cy such that

XA|3
A > VR~ ()

~ N(0,%), where ¥ € S’iXd. There exist universal constants

log d

A2 VA € R?

with probability at least 1 — W Here, p*(X) = maxe(q 2ii-
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We think of this as a generalized RE condition. Let’s show that this implies RE(S, (k, 3))
for every S with cardinality < s. For all A € C3(S), we want to show that ||Age|; <
3||As|l1. Given the inequality ||Al|? < 4s||Al]3, we can lower bound the right hand side in
the theorem:

log d logd

e[ VEA|S = e20*(2) == AlI} = et dmin(E) A3 — e2p”(£) ——4s[| A3

slogd
= (Vhminl® - 122 2 )

If n > slog d862 )\pl(%):), we have the inequality 402p2(2)% < S Amin(X). We can use it

to lower bound the bracketed part.

Z /\min(Z)HAH%'

l\.')\r—t

Proof. Let’s prove the theorem in the case where ¥ = I, so X; id N(0,I4). Our goal is
the inequality

IXAJ3 s
S8 BY AR 2 Al vAERY

Call || XA||2 the “X norm of A.” We want to relate this to the 1-norm and 2 norm of A.
A sufficient condition is to have

XA 1
H\/ﬁHQ_‘_C? logd AL > cr|Alls - VA € R

because if a,b > 0, then a+b < ¢ = a? 4+ b?> < %, This inequality is invariant to scaling

A, so it is sufficient to show that

[ XA log
NG + c2

So we want to check that

[Alh=e V[Afl2 =1,

XA lo
X% 5 ) e[ B A WA =1,

It is sufficient to show this for all A with bounded 1-norm:

XA 1
H \/HH2 > —c Oid’" V[Afl =1, [[Afp <7

for all » > 0. This means we can show that

XA logd

> T Vr > 0.
IAlz=1lAl1<r /0 n

122



The intuition is that we want to apply the Gaussian comparison inequality, for which
we need a || XAl|2 on the left hand side and no A dependence on the right hand side. We
have 3 steps:

Step 1: Expectation bound for fixed > 0 (Gaussian comparison inequality)

E |: inf ||XA”2:| > ¢) — co 1Ogd
NN IN Y

r
n

Step 2: Concentration for fixed r > 0 (Gaussian concentration)

: [ XAl log d
inf > 1 — ¢y r
IAlo=L]lAl<r /7

n
occurs with high probability.

Step 3: Union bound over r > 0 (Peeling argument): Let G = (., G, so that
G° =, G5. Then we can calculate

P(GY) <> P(GS).
r>0

We need to discretize the sum to get a bound that works.

We provide the rest of the proof in lemmas.

Lemma 19.1 (Gaussian comparison). There ezist constants c1,co such that

[ i ||XA|!2] > e — cp ] 1089
INFE N A

r

Proof. By the variational representation of the norm,

XA XA
[ inf I1X Al |2] =K [ inf sup (u, XA) q )
IAla=L[|Al1<r /1 A€SI=L(1)NBy(r) yegn-1 T
By Gordon’s inequality,

e [ sup(u )] = B ut suph, ) + (9.0

for any S, T, where Xj ;, gi, h; i N(0,1). So we get

AESILD)NBL(r) [[ulla=1 VT Vv
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) (g
Ellgf vn +||u||2lil vn

: <h7A>] (g, u)
=E inf — | +E| sup ——
[IIAFLIIAIIlST vn lull=1 V7
Since E[||g2]|?/n] = 1, the expectation of the square root will be close to 1. We have
the lower bound E[||g|l2/v/n] > 1/4. The first term on the other hand, can be expresed
(=h,A) (=hA) | _ [=hlloo logd
as — E |:Sllp||A”2:17”A”1§,,, Jn } > —E |:Sllp||A”1§T Jn } =—E |: v :| r > -2 %7’.
So we get
> L 2 IOgdr. 0
4 n

Lemma 19.2 (Concentration). Let X ; Y N(0,1). The the event

G, = inf M>CI_C2 MT
"l nal=tliah<r VR T n

occurs with high probability.
Proof. Define the function

| XAl
X) = .
JX) lAlb=Laes 2

We want to show that f is Lipschitz for the Frobenius norm, so we can use the Gaussian
concentration lemma. Define A* = argmin || X2Al|2/y/n. Then

< IXaAT [[Xo AT,

- Vn Vn

< (X0 = Xo) A

p— ﬁ

< X1 = Xollop[[A™[l1

— ﬁ

< 1X1 = Xofr

-_— \/ﬁ

This means that f is \}E—Lipschitz in | X||7, so f(X) is sG(1/y/n). Then

f(X1) = f(X2)

P(f(X) < B[f(X)] —t) < e /2,

G = 1nf ||XA||2 > Cc1 — C2 1Ogdr
" liale=Llah<sr VR T n

occurs with high probability. O

SO
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Lemma 19.3 (Peeling argument). Let the bad event be

Ge= dan, Al = 1 s XA ) flosdy L
Vn n

then G¢ C (2 GSin, s0 P(GO) < o0 P(GGy1).

M=Mmin M=Mmin

Proof. Note that ||Allz < [|All1 < Vd||Al2, so we get 1 < ||All; < Vd. We discretize the
interval in the log scale:

Mmax

LVd = [J 227, munax = logy(Vd) ~ logd.
m=0
The we can write
rmex | XA log d
Gec | {3AA=1,2" < Ay < 2 st A2 < op - gy [ 2o
_ Vn n
M=Mmin
XA logd
- inf I XAl <o - 2,282
JAll2=1,] A1 <2+l /. 2 n
G;m+1
So we have shown that G¢ C Uﬁij;‘lmm Gmr- O

19.3 LASSO oracle inequality

We have shown that we can efficiently bound the approximation error of 6* if 8* is sparse.
But what if 8* is not exactly sparse but is instead approximately sparse? That is, what if
Se # 0 but [|0%.[|1 is small?

Definition 19.2. We say that an estimator 9 satisfies an oracle inequality with respect
to the risk R, set ©, and model {Pp : §# € ©*} (O C ©%), if there exist constants ¢ and
en(Pgp+, ©) such that for any 6* € ©*, then

o~

R(0;6") <c¢ inf R(6;0%) + e,(Py«,0) .
0cO —_——

) statistical error
approx. error/oracle risk

We hope that ¢ is not too large and that e, is small. If 6* € ©, then

inf R(0;60%) = 0.
0cO
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Let © = {AR? : ||Allop < s} be the set of s-sparse vectors and let R(6;60%) = ||§ — 6*]|2.
Then if 0* is s-sparse, infgcg R(0;6*) = 0. If 6* is not s-sparse, then

inf R(6,6%) >0
fcO
We use our generalized RE condition:

logd

XA|3
XA > o VEAR - 2Bl vaeR!

Theorem 19.3 (LASSO oracle inequality). Assume the generalized RE condition holds

for X € R4 Let 0 be solution to the A formulation of LASSO with A, > 2|]X;w\|oo.
Then for any S with |S| < 6462 i (E)@ (where B = Apin(2),
~ 144 23 16 Ay 32¢o p?(X) logd
0— 03 < — 105 05|,
| Iz < 2 —o 15| o 7 W05l + == 1057
A,_/

statistical error <2 3losd approzx. error/oracle risk 55n+€,21
~ n

where €, = \/%52)|0%.||1.

Proof. This this a deterministic inequality, so the proof is to derive a basic inequality and
then use some algebra. The proof is in the textbook. O
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20 LASSO Prediction Error Bound and High-Dimensional
Principal Component Analysis

20.1 Recap: overview of results for noisy, sparse linear regression

Let’s finish up our analysis of noisy, sparse linear regression. Our model is y = X0* +w €
R™, where
2
weRY,  X=|:|eR™ g cRY  |S(0%) <s.

T
Ln,

We looked at the A formulation of the LASSO problem, where

~ . 1
6 € argmin |y - X0|2+ \al6]]1.
gerd &M

We also looked at the 1-norm constrained and error-constrained formulations of the prob-
lem. We defined the C, cone

Ca(S) = {A €R: [Ase|l1 < af|Asll1}-

Using this cone, we defined the restricted eigenvalue condition for efficient bounds on
estimation.

Definition 20.1. X ~ RE(S, (k, a)) if
1 2 2
XAl 2 /A2 VA € Ca(S5).

We proved the following result, upper bounding the estimation error.

Theorem 20.1. Assume that RE(s, (k,3)). With a proper choice of hyperparameter, we

have

XTw
n

1

K

~ log d
16— 672 S <oy 208

~

Vs

Hoo n

We also showed that Gaussian random matrices satisfy this condition with high prob-
ability.

Theorem 20.2. Let X € R™? have iid N(0,1) entries. If n > slogd, then with high
probability, X ~ RE(S, (k,3)) for all |S| < s.
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20.2 LASSO prediction error bound

Instead of bounding || — 6% |2, we would like to bound the prediction errror (with fixed
design):

1 - ~ 1 ~

L Eally - X613 = L1x@ - 6913 + o2,
where § = X60* + w and ~N(0,021;). We can upper bound %HX(@— 0|13 < 16 —
01121 X " X/n||op; however, this is not always a good bound because || X T X/n|/op, which
has order d/n (which blows up for n < d). Instead, we want to bound the prediction error
directly

Theorem 20.3 (Prediction error bound). Let 8* be s-sparse. Assume that the hyperpa-
rameter in the A-formulation of the LASSO problem is A\, > 2| XT“’HOO. Then

n

1. Any optimal solution ) satisfies the bound
1 n * *
—X(0 = 095 < 1200”1 A
2. If X satisfies RE(S, (k,3)), then
1 ~ 9
—[|X (0 — 0|15 < —sAZ.
X - 0B < e

Proof. As before, the proof is a basic inequality, plus some algebra. O

Remark 20.1. The first bound is < [|6*]|11/2%5¢, so we get decay O(1/4/n). This is called

n ?

the slow rate bound. The second bound is < s(4/ %)2, so we get decay O(1/n). This
is called the fast rate bound. Usually, without imposing any geometric assumptions, we
get a slower rate bound than we get with such assumptions.

This phenomenon occurs in many settings such as in the empirical risk minimization
problem.

} Gu error




The setting is that we have data (2;);c) %P, and a loss function £ : © x Z — R. The
empirical risk is

~ 1 &
Ry (60) = ~ > 005 X),
=1

and the population risk is
R(0) = E[((0; Z,)).

If we take 6 = arg ming En(ﬁ), the minimizer of the empirical risk, then our generalization
error is

R(9) — R(6).

Without geometric assumptions, we can show a uniform convergence bound

R(6) — R(6%) < 2sup|R,(0) — R(0).
0cO
Suppose © = B(0,10|/6*||). The upper bound of such an empirical process usually scales
linearly in ||0*||, which does not give a very sharp prediction error bound.
Here is what we get with a geometric assumption. Assume that r<;H§ — 03 < (R(g) -
R(6*)). Here, k is a strong convexity parameter. With this assumption, we can show
an upper bound that is like

~ ~ ~ dlogd
RO) - RO) <2 sup  |Ra(6) = RO)| £ [0 - 0"l ==

0eB(0*,0-06%|12)

This is nice because it scales linearly in the estimation error, which is usually smaller than

|6%||. We can bound [|6 — 6%||; < %. Applying the geometric assumption gives the

bound Jlowd
R(0) — R(") < 282,

n

20.3 Principal component analysis in high dimensions

Suppose we observe covariates X1, Xo,..., X, X X € R? with E[X] = 0 and Cov(X) =
PINS SiXd. Let the eigenvalues of ¥ be A\1(X) > Aa(X) > --- > Ng(¥) > 0. We can find
an orthonormal basis of eigenvectors vi(X),...,vq(2) € R? such that Yv; = \w; for all
i € [d]. If we let A = diag(\1,...,\q) € R™? nad B = [vy,...,vq] € R¥*? then we can
write X = VAV,

The statistical interpretation of vy is that

vy € arg max Var({z, v)) X eRYLE[X] =0.

l[ofl2=1

= arg max(v, E[X X "|v)

l[vlla=1
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= arg max (v, Xv).
[[v2]|=1

More generally, if we let Vi, = [vq,...,v;] € R¥* then

Vi € argmax E[|UT X|3]
UeRxkh
partial orth. Ele Var({X,u;))
Here is our statistical question: Given samples {X;}icin] Y xe R, how can we
estimate the principal components? Straightforwardly, we can use the eigenvectors of the

sample covariance. If we define the sample covariance matrix
~ 1 - ~
S = n;XiXi ., E[X] =3,
1=

then our estimator is R R
0 = argmax (0, 30).
0

By comparison, the ground truth is

0" = argmax(0, X0).
[16lla=1

How close is 0 to 6*? We want to translate the closeless of ¥ and % to closeness of # and
0*. To quantify this, recall Weyl’s eigenvalue perturbation inequality:

Lemma 20.1 (Weyl’s inequality). For any matrices i, >,
A) = Ai(X)] < [ = Efop-

The proof of this fact comes from the variational characterization of the eigenvalues.
For a perturbation inequality for the eigenvectors, we also need the first eigen-gap to
be large.

Definition 20.2. Let A;(3) > Ma(X) > -+ > A\i(2) be the eigenvalues of X. Then k-th
eigen-gap is vy = A\ — Apy1-

We will write v = 11 to refer to the first eigen-gap. You can think of having a large
eigen-gap as similar to the restricted eigenvalue condition for LASSO. TThe parameter v
plays a similar role to x in LASSO, where RE(S, (k, 3)) means that AT¥A > k[|A3.

Example 20.1. Here is an example of instability of a matrix with a small eigengap.
Suppose we have a diagonal matrix

1 0
Qo= [0 1.01} ‘
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The eigenvalues are A\1(Qo) = 1.01 and A\2(Qo) = 1, so the eigengap is v(Qp) = 0.01. In
this case, 0*(Qo) = [ﬂ . Now look at the perturbation

0 1 1 e
QE:QMSL 0]:[5 1.01}’

0.53

where ¢ is small. If ¢ = 0.01, then 6*(Q.) ~ [O g5

] , which is far from [ﬂ .

20.4 General perturbation bound for eigenvectors

Theorem 20.4. Let ¥ € SdXd, and let 0* € R be an eigenvector for \(X). Let v =
AL(XE) = A2(X) > 0 be the first eigen-gap. Let the perturbation P € S be such that
| Pllop < v/2, and let S =%+P. If6 € R? is an eigenvector for )\1( ), then

~ 2| P
A L
v —2[|Pllop
Here _ _
_utpy— P P e R4,
Po

where U is the orthogonal matriz such that ¥ = UAU T and the blocks oflB have sizes

1x1 dx(d—1)
{(d—l)xl (d—l)x(d—l)}

If || P||op, then we get the bound
~ 4 ~ 4
80"l < 2Pl < 2Py

To prove this, first let A=0— 0*, and define the quantity
U(A; P) = (8, P§) — (6%, PO*)
= (A, PA) + 2(A, PO*).
Here is the basic inequality of PCA:

Lemma 20.2 (PCA basic inequality).

v-(1—1(0,6"?) < [o(A; P)|.
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The left hand side measures the distance between § and 6*. We first prove this basic
inequality:

Proof. The zero order optimality condition for ) says that h= arg maxg (6, i0> Then
(6,50) > (6*,50%).

Recall that 3 = ¥ + P. We can express this inequality as

(6,56) + (6, P8) > (6%, $6%) + (9%, PO*).
Putting the like terms on each side gives

(6*,50%) — (9, %0) < (, PO — (9%, PO*).
The right hand side is 1(A; P). R

To figure out the left hand side, write § = p0* + /1 — p?z, where ||z]j2 = 1, (2,0%) = 0.
Then p = (0, 0*). We can then expand
(0,56) = (pb* + /1 — p22, S(p0* + /1 — p22))

= p” (0, 20%) +2p/1 = p? (6", %z) +(1 - p°) (2, 52) .
A =0 <2
=X\ = <

The bound on the last term is because (z, Xz) < Sup|,|,=1,(,6+)=0(%: £2) = 2.
<A1+ (1= pH)he.
So the left hand side is
(0%, 56%) — (B,50) > M — (PP + (1 — p)ha)
= (M = A)(1 = p%)
=v(1—p?).

So we get R N
v(1—(0,6%)%) < U(A; P). O

Proof. Given the basic inequality, we now upper bound
U(A; P) = (6, P§) — (0%, PO*).

Write £ = UAU ' and P = UPU'. We know that U 6* = e1, the first standard basis

vector, so

UTO=U"(p8" +/1—p22) + per + /1 - p2U ' 2,

=z
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where ||Z]|2 = 1. Then
U(A; P)=(U"0,PUT0) — (U 0", PU ")
(el—l—\/l—szpel—F\/l— “} el,Pel
=p (el,Pel +2pv/1 = p?(Z, P€1 —p )(z,PZ} — (61,]361)
= (1= p%) (e1, Per) +(1 - p?) Z»P5>+29v1—92<571361>~
—_——— —_——

<[IPllop <IIPll2

So, using the basic inequality, we get

v(1 = %) < 2(1 = )| Pllop + 207/1 = 21| P

We can solve this to get

So

16— 6*l2 = v/2(1 = p)
V2p  2||P|s
= VIt pv—2[Pop
2P|l
= v =2[Pllop’
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21 Principle Component Analysis for Spiked and Sparse En-
sembles

21.1 Recap: estimation error bound for principle component analysis

In high-dimensional principal component analysis, we observe X1, Xs,..., X, I x e R,

where E[X] = 0 and Cov(X) = X € R"*4. We have the empirical covariance matrix

1 n
Z:—E :L'Z.I';r
n-
i=1

The ground truth is
0" = argmax(0, X0),
6fl2=1

while our estimator is

0 = arg max (0, §6>
[16]l2=1

We want to upper bound the estimation error ||9A— 0*||2.
Last time, he had the following theorem:

Theorem 21.1. Let X € SdXd, and let 6* € R? be an eigenvector for A\i(X). Let v =
AM(E) = A2(X) > 0 be the first eigen-gap. Let the perturbation P € Sxd pe such that
| Pllop < v/2, and let S =%+ P. If6 € R is an eigenvector for A (S), then

~ 2| P
16— 6y < 2Pl
v —2[|P|lop
Here B _
Povtpy— P E' € R4,
P o

where U is the orthogonal matriz such that ¥ = UAU " and the blocks ofl3 have sizes

1x1 dx (d—1)
[(d—l)xl (d—l)x(d—l)]

21.2 Consequence for a spiked ensemble

In the spiked covariance model, introduced by Jonstone in 2001, we estimate 6* € R? with
|6%|l2 = 1. We observe z; = \/v&60* + w;, where

GeER, EGl=0, E[g]=1,
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w; € RdE[wi] =0, ]E['wiwiT] =1y
The w; and &; are independent. If we calculate the covariance structure of x;, we have
Elziz] ] = E(Vr&0" + wi)(Vr&o™ +w] )]
—vhx (%) + I,

This is X. The largest eigenvalue is Apax(2) = v + 1. The second largest eigenvalue is
A2(X). So v = Amax(2) — A2(X) is the eigengap, and the leading aigenvector of ¥ is 0*. We
estimate 6 by

f = arg max(6, $6).
[16ll2=1

Our theorem gives us the following bound on [|§ — 6*|5.

Corollary 21.1. Assume § ~ sG(1) and w; ~sG(1). If n > d and i1\/g < 1, then
~ v+1 /d
-l s 5 /2

If you want this to be < e, you need n > d“5. For large v, 16 — 6|5 ~ %

with high probability.

Spiked PCA error (ratio 0.200) i Spiked PCA error (ratio 0.500)
@ Empirical ’ . @ Empirical
=—Theo

08 iy 1.2

1
« 0.6 -

© £o0s
w wi

0.4
06
0.2 0.4
‘ 0.2 L
1 2 3 4 5 0 1 2 3 4 5
Signal to noise ratio « Signal to noise ratio
(a) (b)

Figure 8.4 Plots of the error IIE— @°||> versus the signal-to-noise ratio, as measured
by the eigengap v. Both plots are based on a sample size n = 500. Dots show the
average of 100 trials, along with the standard errors (crosses). The full curve shows

the theoretical bound ,f"—:_-i \/g . (a) Dimension d = 100. (b) Dimension d = 250.

Proof. Recall that the theorem says that [|§ — 6|y < %. We need to upper bound
[Pz and [[P]lop-
P=%-%
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= S O+ w) (V0" + w)T — (007 (6%) + L)

=1

(15 (£ 2o

So we get
2 T
HPHOp < n E & — v+ n E wiw; — Ig n E §iw;
=1 =1 op =1 2
—_——
a c b

‘We can also bound

n
1
f§ ww; —
n -

=1

~\~
C

1 n
= &uwi|| +
n-

=1 2

op

so we just need to bound a, b, c.
By sub-exponential concentration, a < % The term c¢ is a random matrix with
mean 0, and using a metric entropy argument with matrix concentration gives ¢ < \/g .

Similarly, we can show that b < \/g . Given these upper bounds, we get

1Pl S o/ + (o + 1y
I1Pll2 < (Vv + 1)\/3

then v — 2||P|lop > §. This gives the bound

~ * 2P2 v+1
f- ot s AN ¢ Jri L f

Here, we give an example of how to use the metric entropy bound for the term b.

1 n
*E E;W; = su E E;W;
ni3 9 ||VH2 1

n

1
= sup *Z & (wi,v).

=1 M =
M=t TGl e
—_——
sE(1,1)

So if

an—‘rl’
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This tells us that

1 n
ﬁZEi<wi,u>] >t

i=1

> < 2exp(—nmin(t, t?)) Vv e 841

Now let §2y,4 be a 1/4-cover of S%71, so |Q1/4| < C% for a constant C. Show that tis implies

sup [ a) <2 sup |(va)l.
vesd-1 veQd /4y

So we can use a union bound with

1
Pli— >t 2 sup Zel Wi, V
n — 9 VEQl/4 i=1

> e
i=1
< C%exp(—nmin{t, t?}). O

21.3 Sparse principle component analysis

This is an active research direction. It has been well-studied, but there are some important
properties that are not well-understood. We assume that § = argmaxg,—(0,30) is
s-sparse, where s < n < d.

In the sparse spiked covariance model, #* € R?, ||6*||2 = 1, and |S(6*)| < s. We observe

x; = VDT + w;, i € [n],
where &; sG(1) and w; ~ sG(1). We have two theoretical questions:

(a) What should the sample size be to get a consistent estimator? We will see that as
long as n > s, there is a consistent estimator.

(b) What is the sample size for a computationally efficient (polynomial time) consistent
estimator? The best known computationally efficient estimator has n > s2.

(c) What happens for s < n < s2? This is an active research direction. It is conjectured
that there exists a computational and statistical gap.

21.3.1 /i-penalized estimation
To answer part (a), we solve the estimation problem with an added ¢; penalty.

e The 1-norm constrained formulation is

f = arg max(0, £6).
[16]|2=1
ol <R

137



e The A-penalized formulation is
§ = argmax(6, 360) — \,||0]]1.
[[0]]2=1

In this formulation, we need ||0||; < (@)1/ 4 for theoretical analysis.

Theorem 21.2. Assume n 2 slogd. min{1, V”—jl} Take \p < /v + 11/ 'B%. Then

—~ 1 1
18— 67 5 o/ L2 /20l
14 n

So the required sample size is 2 slogd.

Proof. Here are the steps:

1. Use a basic inequality from the zero order optimality condition to derive a determin-
istic upper bound of ||§ — 6*||2 by assuming a deterministic assumption on X. This
is like imposing the RE condition for LASSO.

2. Prove a concentration inequality and plug in the bound. O

21.3.2 The semidefinite programing relaxation estimator

The 1-norm constrained formulation

max (6, $6)
[0]l2=1
16l <R

is equivalent, by a change of variable © = 09" € R%*4 to

max  (%,0).
tr(©)=1
Zj,k |®j,k|§R2
rank(©)=1

The only nonconvex constraint is the rank constraint. If we drop the rank constraint, then
the optimization problem becomes convex.

Theorem 21.3 (Amini, Wainwright, 2008). If n > s?logd, then the semidefinite pro-
graming solution has rank 1 and is consistent.

21.3.3 The s < n < s? regime

What do we know in this regime?

Theorem 21.4 (Berthet, Rigollet, 2013). For s < n < s2, sparse PCA is computationally
harder or equivalent to the planted clique problem in the hard regime.

It is conjectured that no polynomial time algorithm can solve this problem.
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21.4 Extra topics we will not cover

This completes our discussion of the material in chapter 7 and 8 of Wainwright’s book.
We will not cover chapters 9, 10, or 11, which generalize the material in chapters 7 and 8.
Some topics these chapters discuss are

e Logistic LASSO

e Phase retrieval (used in imaging science)

e Matrix sensing

e Matrix completion (used in recommendation systems)

Example 21.1. As an example, we will explain matrix completion. We want to estimate
0% € R1*% where ©* = UV, U € RU*" V € R2*" and r < min{dy, ds}. We can, for
example, think of ©;; as the score of user ¢ given to movie j. Then U; is user i’s feature,
and V; is movie j’s feature.

We observe {M;; = O + ¢€ij}(jeq, and we want to estimate ©* € R41*d2 - How
many samples is required?

The MLE estimator is

min _[[M;; — ©;;

2
rank(©)<r ‘ z

This rank constraint is not convex, so we can relax it to a constraint ||©|/. < r on the
nuclear norm.
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22 Examples of and Oracle Inequality for Non-Parametric
Least Squares Regression

22.1 Recap: localized Gaussian complexity bound for non-parametric
least squares

We are studying non-parametric regression. Our model is that we observe x; € 2 and
y; € R, where
yi = f(z)+o-w, i€(n]
and f* € FC{f:Z — R} is in a designated function class. The noise is w; id N(0,1).
We consider the non-parametric least squares problem, which has the constrained form

n

fe arg min 1 Z(yl — f(i’i))Q

n
feFr i1

Our goal is to bound the prediction error

n

1F = Pl = = S (Flas) — 17 (@a)?.

n -
=1

Last time, we proved the following localized Gaussian complexity bound.

Theorem 22.1. Suppose that Fx = F — {f*} is star shaped. Then
where 62 solves G, (0; F*) = §%/(20), which is

o> wigla)

i=1

Gn(0; F*):=E | sup
geF™
llglln<d

The chaining method gives us a bound

2 ].6 )
SRy < . By A
Gn(8; F*) < s \/ﬁ/‘ii V1og N, (t; B, (0; F*)) dt.

Let’s look at some concrete examples for this localized Gaussian complexity bound.

140



22.2 Applications of the localized Gaussian complexity bound
Example 22.1. Let Fi., = {fo(-) = (-,0) : 0 € R%}, and let
yi = (24,0%) + 0 - wy, i € [n],

where 0* € R%. Our estimator is

SO
n

f3 = argmin 1 Z(yl — falx))2

f0€]'—1:n n i=1
We will show that

1 n *
If5 = forll7 = = D _{wi 0 — 0%)2

_ X" -0)[3
n
o rank(X)
n

<o

(]
3 A

<o

We have the upper bound proportional to ﬁ féia Vog Ny, (t; B, (6; F*)) dt, so we just
46

need to calculate this covering number. This ball is

Bn(0; Fin) = || fo(x) = (x,0) :

which is isomorphic to the d-ball in the range of X (where dim range(X ) = rank(X). Using
a volume argument, the covering number is

Nn(t;Bn(é;]:l:n)) <r- log <1 + 2:) R r= rank(X).

So the metric entropy integral is upper bounded by

{;/:Mdtgcﬁﬁn.

We have ¢ f 40, so solving gives 4, = caf So §2 = caf and we get

Bullfy— fol2) S oy 2.
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Example 22.2 (Lipschitz function class). Let Frip(L) = {f : [0,1] — R : f(0) =
0, f is L — Lipschitz}. Then

F* C Frip(L) = Frip(L) = Frip(2L).

We have upper bounded the metric entropy of this function class as

L

log N (5 F(2L), | - 1) S -

where |[fllsc = supye. 50 [|flln = (2 X0y f(20)2)Y/2 < || flloc. This tells us that

n

L
log N(e; F(2L), || - o) < log N(&; F(2L), || - lle) S -

So the metric entropy integral is

’ 4
\/lﬁ/ifs Viog Ny (t; F2L), || - |loo) dt < \/15/23 \/fdt
L J
= \/; (2\/1% 62)
o/ L5 - V)

< C\/E/S.

Example 22.3. What if log N =< Eid for d > 3 (Lipschitz in d dimensions)? Then

Solving \/%‘5 = 02 gives 62 < (L—"2)2/3.

n

Y R

Voo . t427  nd —2¢d/2-11c
1 2 1

< ——

~ Vnd—2gd/2-1

_ 0 1.2 1 _ 1 . 2 1
Take ¢ = 7- and compare Jmd-azaT —Etogete S —i/z- This gives 6% < —73.
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22.3 Oracle inequalities

In practice, we may encounter the situation f* ¢ F, like if we fit a linear model to something
which is not exactly linear.

B — CF&L (True doto vvoie,l)
Estimetion envon

approx ervor ((,m ovoidab le,)

% ( Besx upproximeTion )

F ( Estmator funcrion class

Suppose f € F is closest to f*. We hope that .]?iS close to J?when we have a lot of samples.
That is, we hope that

A_ * <.f —fF 7"y
1/ f\lm}gfllf fli+e

where ¢, — 0 as n — oo. We would also like &, to decay as fast as possible. This
kind of bound gives us a justification that our nonparametric regression gives us a best
approximation to the function f*.

Define O0OF = F—F ={f—g: f,g € F}. Assume that 0F is star-shaped; we can
always take the star hull to make this true, so this is not a stringent assumption.

Theorem 22.2. Let §, = inf{d > 0: G, (5;0F) < %} Then there exist constants cg, c1, C2
such that the event

1+ gamma

Fo 2 < inf — R 25| vfer
ntdn,
occurs with probability at least 1 — cie” -2 .

This says that N
I = fI% S L [1f = fII5 + a7,
fer

so we can integrate this probability bound to get an expectation bound:

2
N * . " o
EIF = 121 S int 17 = 713+ 0%+ Z-

Note that if f* € F, then the first term is 0, so this recovers the prediction error bound in
the previous theorem.
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Proof. We start from a basic inequality:

1 n N n
i=1 i=1
This tells us that

Lic e o Lis g I 2 o =
QW—inSQM—fH%+n;;muwn—ﬂm».

(%)
We want to upper bound the right term; this is basically the same thing we did for the
previous prediction error bound, but with f instead of f*. Recall that by definition,
Fu(6;0F) =E[sup geor |2 30 wig(x;)|] and G, (6.0F) =< 62
llgllnlI<s
The simple case is when ||f — f|, < 0. In this case,

() < Gn(8,; OF) < 62.

The harder case is when ||J?— flln > 6,. In this case, our goal is to show that (x) <

Sullf = Fln- - b

1 ¢ N ry On ||f_ f||n
() = |= > wi (fla) = fla)—=——= 5
gt 1f = flln n
=:g(xs)
Since OF is star-shaped, we have g € 0F. Also observe that ||g||, < dy.
1 = ||f_ f”n
< sup |— wig(z;)| ———
geoF | ; g( ) 671
llglln<é

If we have an argument to show that this quantity concentrates around its mean, we get

1 = Flln

S Gn(0p; OF) 5

Using this line of argument, we can show that

1 = £l < IF = £l + 2max{8}, a1 = flln}

The way to deal with the last term is to use the inequality
-~ —~ ~ 1 - ~
Onllf = flln < 0n(lf = Flln+ I1f = ) < 553 +e(lf = ol + 1f = £ lln)?

1 N * rs *
0+ 26 f = frIl5 + 220 = £

IN

Here, we are using the Fenchel-Young inequality, ab = (a//€)(by/€) < (%)2 +(Veb)2. O
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22.4 Applications of the oracle inequality

Example 22.4. Suppose {¢,, }2°_; is an orthogonal basis of L?(P), and let Fortno(1,T) :=

(f =0 Bntm = S0 B2 < 1. If f* = 30 0% ém, then f* ¢ Forpno. Using this
oracle inequality, we can get

= T
IF =R S @)+
m>T
The intuition is that if we have n samples, we can choose T = en so that the right term is
small. Then the error is roughly the contribution of the first term.

Example 22.5. Let y; = (;,0) + ¢;, and let fop« = (-,0,). Then consider the function
class Feparse(s) = {fo = (-,0) : 0 € R%||f]|p < s}. Our estimator is then

§ = arg min [ly — X0|[3.
1ollo<s

This is the fp-variant of LASSO, which is not efficiently computable. Even if the model is
not s-sparse, we get

XN_ *\ 12
IX@- 03 _
n 16llo<s n n

X661} , &

n

Here, we know that
52 < UQSIOg(ed/S)
n ~v n *

In section 13.4.1 of Wainwright’s book, there is a discussion of oracle inequalities for
regularized estimators.
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23 L? Prediction Error Bounds for Nonparametric Function
Regression

23.1 Recap: prediction error bounds for || - ||,, compared to || - | .
We have been studying non-parametric function regression, where we observe z;,y; € R
with y; = f*(z;) + w; for i € [n]. We assume f* € F C {f : X — R} for some specific

function class F and take the noise to be w; YN (0,02).
For the non-parametric least squares problem, we have the constrained form

n
~

f = argmin = > (i — fwi)

fer i
Our goal is to bound the prediction error,

~ 1 <~
2
1f = e,y = — D (Flas) = £ (@)
i=1
We proved a prediction error bound that relies on a critical equation.

Theorem 23.1. Let F* = F — {f*} be star-shaped. Then Ey|||fn — f*[|%] < 62, where 6,
solves the critical equation G, (0; F*) = 6%.(20).
What if we want to look at the behavior of ]?OH a new dataset  ~ P instead of z; in the

iid

original dataset? If we have y; = f*(z;) + w;, where w; ~ N(0,02) and (T4, %) ~ (24, %),

we can see that R R
Bz 5 [(f(@) =) = o + [|f = f*II7--

So in many cases, we want to control the L? distance between fand fr

23.2 Relation between | - ||2 and | - ||3.

Let f € F. Then if the function f does not depend on our training data set,

13 s
=1

= E[f(2)?)

= [ fll 2

Ex[If]I7] = Eq

~

Now suppose that f(z) = h(z; {7, yi}ic[n)) depends on our training data set. Then

n

Ea(IF — 12 = Ee |- S (Flass 2o, uidieta)) — F(@)°

i=1

# B [(F(@ {20, viYiem) — F1(@))2)
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We hope to show a result like
N 2 N 2,2
If = £z S |If = F715 +emn
N——
o7
where €2 — 0 as n — oo.

Today, we will show two bounds:

1. Naive bound: If we do not care about how fast €, — 0, we can get a bound by using
a global uniform bound, a global Rademacher complexity bound, and using bounded
difference concentration.

2. Tighter bound: We will use

(a) the local uniform bound
(b) local Rademacher complexity

(c) a tighter concentration inequality, known as the Talagrand concentration in-
equality.

23.3 Naive bound
Let f = f — f* € F*. Then

1F = £ ooy = 17 = £ el < sup gl ~ loli22
geF*
1 n
= sup |= Y g(x:)® — E[g(z)?
sup n; i [9(2)?]
=7

We first try to find a bound on the expectation of Z:

1 n
E[Z] =E |sup |- Y g(z;)*—E

1 n
<E|sup |= Y (g(z:)* — g(7)?
_ﬁP‘”Z;( )? —9(T:)°)

Since the distribution of this is symmetric about 0,

1 n
=E |sup |- e2(g(xi)? — g(T5)?
s |5 3o oo — (@)

|
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<2E | sup

gEF*

ZEM ]

If this just had g instead of g2, this quantlty would be the Rademacher complexity. So we
want to bound this by the Rademacher complexity. Write ¢(t) = 2, so

L3 og(r) ]
=1

The function ¢ is 2||F*||co-Lipschitz, where we can assume that || F*||» = 1.

L3 et ]

R (F*) Rademacher complexity

< 2E | sup

geEF*

<4 E |sup
geF | M

We can use chaining to bound this.
Now let’s bound the distance from the mean. Using the bounded difference inequality,
|Z — E[Z]| ~ sG(|lgll3./n), so
1F = 72 S If = fFII +Ra(F*) + O(1/v/n).
N——

62

n

If F* is parametric with d parameters, then 62 < % and R, (F*) =<

S

23.4 Using localization to get a faster rate

We will present some heuristics, rather than something completely rigorous. The rigoorous
treatment is in Chapter 14 of Wainwright’s textbook. Suppose we already know that
Hf— 2wy < r. We can think about r decaying to 0 as n — oo. It may seem strange
to assume that the L? norm is bounded when this is what we want to prove, but the idea
is that we will get a more refined bound. So we can iterate this bound to get a nice final
result

Letting g = ]?— fferFr,

1= £ Bage,) = IF = 12l < ' Zgaﬁz g

H9||L2<7‘

=: Z(r).

Now we bound the expectation using the same line of argument as before:

n 2519 ZUz

E[Z(r)) <4 E sup

||g\|L2<7"

R (r;F*) localized Rademacher complexity
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We now show that R, (r; F*) < e, - r, where g, = inf{e : R,(e; F*) < f—gb} and

Rn(riF*)
T

b = supyer« [|gllc = 1. This is because for any r > e, is non-increasing (as long

as F* is star-shaped). This tells us that

R(r; F*) _ Rulen; F*)  €n
r - €n 16

This means that R, (r; F*) < e,r.

Now let’s see how this implies an upper bound for the prediction error of the L? norm.
Suppose that Z(r) ~ E[Z(r)] for any r € R (this should be made quantitative with the
Talagrand concentration inequality or a tighter concentration inequality). Then

1F = £ = I = £ 132y | S Ralrs F7)

a? b2

< epr

=en|f = f7lle
————
b

This is heuristic because the quantity ||f— f*l|z2 is random and depends on the training
data set. However, we can use the iterative argument to make sense of this argument. We

now have )

b
la? — b%| < gpb < i + 4€2
which gives b? < a? + 2. So we get that

1F = 17 S I = fEII7 e
52

n

This tells us that the upper bound of the prediction error in terms of the L? norm is of the
same order as the upper bound of the prediction error in terms of the L?(P,,) norm. If T
d

is parametric with d parameters, then 02 < 2 =< o

Here, our proof is different in two ways from the treatment in the textbook.

1. The first way is that we have assumed that our concentration inequality does not
destroy our bound. If we just use the bounded differences inequality, we get the

naive bound
1
1260) ~BLZ0) S /2 = .

The issue with this is that Z(r) is O(1/n) and E[Z(r)] is O(1/n). Instead, we need
to use the Talagrand inequality.
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2. The second difference is that we have assumed beforehand that ||f— 2@ <
The textbook instead uses a peeling argument. We actually want to find a bound on
sup, |Z(r) — E[Z(r)]|. To use a union bound, we need to discretize r, and a clever
way to do so is to use a log scale, rather than a uniform grid.

In the end, we get the following theorem, which we state informally. This is Corollary
14.15 in the textbook.

Theorem 23.2. Let

7= argmin — 3" (y: — f*(2))2

fer D

Then R
If = il S &b+ 6a,

where

2 5

sn:inf{r:Rn(r;}")S b}’ 5n:inf{5:gn(5;}“*)§b}.

Here, ¢, is deterministic, as R,, is averaged over (xi)ie[n]' On the other hand, ¢, is
random, as G,, depends on (7;);ep)-
23.5 Uniform law for Lipschitz cost function

More generally, we may want to consider cost functions which are not the squared error.
Suppose we have (Zi, ¥i)ic[n) Mpe P(X x Y) with a function class F C {f : X — )//\} Let

the loss be L : j)\ x Y — R. Then we have the empirical risk
1 n
PuL(f(w)y) = — > L{f(x:), 1),
i=1

with empirical risk minimizer

f = argminP,L(f(x),y)
feF

and population risk minimizer
ff=argmin PL(f(z),y) .
—_——
Ba .y [L(f(),y)]

Our goal is to bound Hf— f*H%Q.
We assume the loss is L-Lipschitz:

|‘C(Zay) - £(Z,7y)‘ < L’Z - Z,|'
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Another assumption, which is harder to check, is that L is r-strongly convex: If we let
L¢(xz,y) == L(f(z),y), then we require

oL

Example 23.1 (Logistic regression). Let Y = {1}, £(7,y) = log(1 + e~2%¥), and

1f = f*1122-

N3

(f - f*)) >
/-

1

Plle) =1 carm

Then L(y,y) is 1-Lipschitz in y. Under mild conditions, PLy is r-strongly convex.
Here is Theorem 14.20 in the textbook.

Theorem 23.3. Assume that F is 1-uniformly bounded and star-shaped, with population
minimizer f*. Let 6, = inf{d > ﬁ CRa(8; F*) < 82}
(a) If L is L-Lipschitz in JAJ, then with high probability,

Po(Ls— L) —P(Ls— Ly
sup [En(Ls = £y )* (Lr =Ll 015,
feF ”f - f HL2 + 571

(b) IfPL; is also r-strongly convex, then with high probability, for all fsuch that Pn(ﬁf—
L) <0, we have

~ 20L 2
171 < (B +1) a2
and

20L 2
P(L;— Ly+) < 10L (T + 1) 52

Remark 23.1. Statement (b) is a direct consequence of statement (a), using the r-strong
convexity condition. The proof of (a) also relies on a local Rademacher complexity bound.
We can bound sup ez [P (Lf — Lg+) =P(Ly — Ly+)| using the Rademacher complexity, and
we can get a faster rate using local Rademacher complexity.

This concludes our discussion of nonparametric function estimation. Next time, we will
move on to minimax lower bounds.
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24 Introduction to Minimax Lower Bounds

24.1 Minimax risk and methods of obtaining lower bounds

In the last few lectures, we were talking about upper bounds for error of statistical esti-
mators. Now we will prove some lower bounds, which tell us that for a certain number of
samples, you cannot have vanishing estimation error.

In statistical decision theory, we have a class of distributions P and a parameter/function
of distributions 0 : P — ©O. If this is a one to one mapping, we write P = {Py : § € O}.
Then we have statistical estimators, which are mappings 9:x — 0. Suppose there is
a semimetric'® p(6,0') : © x © — R, such as

p(0,0) =110 =0ll2,  p(f.f)=1f = fllz2.

If & :[0,00) — [0,00) is increasing, the risk is

~

R(8;6(P)) = Ex~p[@(p(6(X); 6(P)))].
In this framework, the loss function is £ = ¢ o p.

Definition 24.1. The minimax risk with n samples is

M (0(P), @0 p) = inf sup R(0;0(P))
0:X—06 PcP
The inf and the sup mean that we are taking the best estimator for the worst model.

~

(a) If R(0) achieves M,, it is good enough.

~

(b) If R(6) > M,, we should either find a better estimator or a sharper lower bound.

Example 24.1. Let © = R? with Py = N (0, 0%1,;),0 € R?, where ¢ is known. Our sample
is (2:)ic[n) % Py, 50 210 ~ P2. Our metric is p(6,6') = [|§ — 0|2, and we pick ®(¢) = t2.
Consider the estimator 6,, = L5 ;. Then

1 & 2 d
R(Hn;Pe):E szi_e :Uzﬁa
=1 2
which tells us that p
M, < ?=.

n

However, we can prove the same value as a lower bound. Our goal in this lecture and the
next is to show that M,, > 002% for some constant c.

5For a semimetric, we may allow 6 # 6’ to still have p(6,6’) = 0.
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Remark 24.1. Here are some methods of showing lower bounds for estimation error, some
of which we have already seen.

(a) Bayesian decision theory: M,, is the Bayes risk of the least favorable prior.
(b) Cramer-Rao lower bound: For unbiased estimators, there is a lower bound given in

terms of the Fisher information. If this does not depend on the Fisher information,
then it is a minimax lower bound.

(c) Bayes Cramer-Rao (Van-Tree’s inequality): This gives a “local minimax” lower
bound.

(d) Reduction to a testing problem: We will study this now. We first need some tools
from information theory.
24.2 Reduction to an M-ary testing problem

The idea is to find a testing problem easier than the estimation problem. A lower bound
for the testing problem will imply a lower bound for estimation.
Step 1: Construct a 2d-separated set of © in the p-metric.

So we require p(6°,67) > 26 for all i # j. This is the same as a packing, except we allow >
instead of >. If our separated set is {01,602, ...,0M}, we get {Pg1,Pg2, ..., Py }.
Step 2: Sample (J, Z) € [M] x X. The joint distribution is

J ~ Unif({1,2,...,M})
Z|J=jn~Py.

Step 3: Let Q be the joint distribution of (J, Z). Then the marginal distribution of Z

1 M
J=

Our testing problem is that we want to find a ¢ : X — [M] such that Q(¢)(Z2) # J) is
small. If M = 2, this is standard binary hypothesis testing. The testing error is

QW(Z) £ 1) = 5[Po (9(2) £ 1) + B (6(2) £ 2)]

Type I error Type II error

18
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This is different from the traditional hypothesis testing setup in that instead of fixing the
Type I error and minimizing the Type II error, we want to minimize the average of these
€rrors.

Proposition 24.1 (From estimation to testing). Let ¥ be increasing and {6, ... 0™} be
20-separated for § > 0. Then

Mn(0(P), @0 p) = ®(0) inf Qv(2) # J).

This works for all § > 0, so we can pick the & which gives the best lower bound. In
general, ®(0) is increasing with ¢, but the testing error inf, Q( (Z) # J) is decreasing

with 6. We can choose § = §,, such that inf,, Q(¢)(Z) # J) = %; any constant would work
here. Then the minimax lower bound will be
1

Proof. Fix P and 0. By Markov’s inequality,

E[®(p(0,6))] > ®(8)P(D(p(6,0)) > ®(5))
= (8)P(p(0,0) > 3).

We now want to relate this probability with the testing error. We have

sup P(p(0,6) > 6) > sup  Py(p(8,6) > 0)

PeP 0e{0t,....0M}
M
> M Z ) > )
=Q(p(8.07) > ).

Define a test ¢ via 0: Let

¥(2) = argmin p(6(2), ).
Le[M]
This gives the 67 which is the closest to our estimate a(Z ). With this definition,

{0(2) # J} C{p(0(2),0°) > 5},

This means we can lower bound the above QQ probability:
inf Q(p(0(2),0%) > 0) > inf QY(Z) # ). O
0

How do we choose {",...,0M}? Moreover, how do we lower bound infy, Q(v(2) # J)?
Here are two general methods.
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1. M = 2: Le Cam’s method

e Two points method

e Convex hull method
2. M > 3:

o Assoaud’s method

e Fano’s method

Le Cam’s method is the most classical one, so we will start with it. Fano’s method is
the most important and useful method for high-dimensional models.

24.3 Some divergence measures

Here are some basic tools for these methods. Let P, Q be two probability distributions on
X. How can we measure their distance?

Definition 24.2. The total variation distance is
1
P~ @y i= sup [P(4) — Q(4) = 5 [ Ip(o) — g(a)] duo)
ACX X

where p, ¢ are the densities of P, Q, if they exist.
Definition 24.3. The Kullback-Leibler divergence is

DQIIP) = [ afo)tog 4 dr(o)

There is a more general definition of the K-L divergence that does not require Q, P to
have densities with respect to Lebesgue measure. This is not a distance because D(Q || P) #
D(P || Q), but it has distance-like properties, such as D(P || Q) > 0 with D(P || Q) = 0 iff
P=Q.

Definition 24.4. The Hellinger distance is

H2(P || Q) = /X (V@) — va@)? dv(w).

Here are some relationships between these notions of distance:

Proposition 24.2 (Pinsker’s inequality).

IP — Qllrv < 4/3D(P || Q).
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Proposition 24.3 (Le Cam'’s inequality).

IP—Qllrv < VH2(P|| Q)4/1 — HQ(IP;”@).

-~

<1

Proposition 24.4.
1
H(P|| Q) < 5D(P || Q).

We will see that the TV distance is related to the testing error for a binary testing situa-
tion. On the other hand, the KL-divergence and Hellinger distance have good tensorization
properties: If we let

P =Py xPyx - xP,, Q" =Q1 x Q2 x -+ x Qp,

then

n

DP"™ | Q") =) D(P; || Q)
=1

1 . : - 1
sEeE o) —1-T] (1- 3re 1 e).

i=1
Example 24.2 (Gaussian distribution). For a Gaussian distribution, we have the density
1 (x —0)?
= —— 8 € R.
Po = s OXP ( 552 )
The K-L divergence is

1 (IL’ _ 0)2 exp <_ (x2;92)2)
D(Pg "P@/)—/Wexp <— 202 )10g d

X
exXp (—(12_002)2)
~ (X —0)?  (X—0)
= Ex~r, [ 207 T 252
(9/)2 92 1
g 20_2 — ﬁ + ; EXN[PQ[(H - OI)X]
B (9/)2 92 1 ,
=907 g2 T 000
Ik
202

Using Pinsker’s inequality and the tensorization property of the K-L divergence,
n n 1 . n
1B~ Bhlvy < /5D 1| B
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n
< \/gD(Pe || Pyr)
< [n(6 — 6’)2‘
- 402

We can also calculate the Hellinger distance

o—07y

H*(Py || Pyr) = 1 — exp (— 52

More generally, for § € R and Py = N (0, 0%1,), we get

_ o —0l3

D(pg Hpe’) - 202 '

16— 6113

HQ(Pe | Pgr) =1 —exp <—&‘2> .
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25 Methods for Proving Minimax Lower Bounds

25.1 Recap: Testing lemma and divergence measures for minimax lower
bounds

We have been studying minimax lower bounds. We have a semi-meric p : © x © — Rx>q
and a 25-separated set {0',...,0M} C ©. In our testing situation, we have the joint
distribution

0: J ~ Unif({1,2,...,M})
| Z T =5 ~Py.

We have an increasing function ®, as well. We proved the following result:

Proposition 25.1 (From estimation to testing). Let ¥ be increasing and {6, ... 0™} be
20-separated for § > 0. Then

My (6(P), @ 0 p) = ®(5) ing(w(Z) #J).

We also defined the total variation distance the K-L divergence, and the Hellinger
distance

P~ Qliry =5 | (@) )| do

= :EOM:C
D) = [ peyios 25 .

Hﬁwu@[5¢mw—vamﬁm.

These had the following relationships:

IP— Qv <41/3D(P|| Q),

P Qllry < VERE @) 11 - D)

<1

H(P||Q) < ;D(P || Q)

25.2 Le Cam’s two points method

Take M = 2. Then J ~ Unif({0,1}), and Z | J = j ~ P}, and Q = 1Py + $P;. We claim
that

inf Q((2) £ ) = 5(1 = [Bo = Prflv).
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Proof. For any 1, we can find an A such that
1 z€A
€Tr) =
V(@) {O x € A°.
Then

1 1
QUAZ) = J) = ZPi(A) + JPo(4)
_1
-2

If we take the supremum over all ¢, we get

(B1(4) ~ Bo(4)) + 3.

sup Q(¢(2) = J) = Sup%(IP’l(A) — Py(A)) + %
¥ A

1 1
= P, — P -
2|| 1 0||Tv+2

The probability of the bad event is then

1

inf Q(2) # ) = 3 - 31 ~ Pollzv. =

This gives the following theorem.

Theorem 25.1 (Le Cam’s two points lower bound). For all 6 > 0 and Py, P; € P with
p(0(P0), 0(Py)) > 20,
®(9)

M (0(P), @0 p) > T(l — Py — PollTv).

For the generalization to Le Cam’s convex hull method, read chapter 15.2.2 in Wain-
wright’s textbook.

Example 25.1 (Gaussian location family, d = 1). Our model is P = {Py = N(6,0?) : 0 €
R}, where o is known. We have the semimetric p(¢’,0)) = |0/ — 6| and ®(¢) = 2. Our

o2

sample is Xi., ~ Py. The true minimax risk is M,, = o
Cam’s method:
Consider Pys and Py, so p(26,0) > 2§. Then
/12 52
Ma(0(P); 10 = 0'7) = 5 (1 = |[P25 — BgllTv),

. Here is a lower bound by Le

where the n only appears in the bound as the fact that the measures are product measures.
We want to lower bound 1 — ||Ps — P§|lrv by 1/2. We have by Pinsker’s inequality and
the tensorization property of K-L divergence

1
P55 — Polltv < 5D(Pys || PG)
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1
= §”D(P25 || Po)
1 2
1 @)
2 202
nd?

o2’

52 2 ..
Now choose % = %, 50 02 = 5+ Then [Pg; —Pg|Tyv < %, and we get the minimax lower

bound
o

n>7'
M -2

N =
—
D
S

Up to constants, this is sharp.

Here is the problem with Le Cam’s method. If we take § € R? with Py = N(6,0%1,)
for d > 2, then we will get the lower bound

2

g

>
Mn 2 16n’

2d

even though the actual minimax risk is M, = o*7.

25.3 Mutual information

Here, we will develop some tools for Fano’s method, which is a sharper method for lower
bounding the minimax risk. Suppose we have two random variables (X,Y) ~ Pxy. We
want a measure of their dependence/independence (not the same as correlation). If X is
independent of Y, we have

PX,Y:P)(XPY:/

Px.y(z,y) dy x / Pyy(2,y) de.
Yy

X

To get a measure of independence, we should look at the distance between these two
objects:

D (Px,y,/ Pxy(z,y)dy x / Pxy(v,y) de) :
Yy X
Definition 25.1. The mutual information between X and Y is
I(X;Y) = D(P)@y || IP)X X Py).

Remark 25.1. The mutual information is always > 0. Although the K-L divergence is
not symmetric, we have I(X;Y) = I(X;Y).
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If X and Y are independent, I(X;Y) =0, and if Y = f(X), the mutual information is
maximized.
Recall that
Q'{JNIMﬁQL2V”JWN

Z|J=jn~Py.
Then
I(J;Z) = D(Q2,7 || Q2 x Q)
| M
=37 2_ D(® || baQ),
j=1
where
_ 1 XM
= MZPQJ
j=1

Suppose 6/ = 6 for all j. Then I(J;Z) = 0. Conversely, if the 6/ are far away from each
other, then I(J; Z) will be large.
Here are two upper bounds of I(J; Z) we will now prove:

Proposition 25.2.

M
I(J;2) < 55 2: (Pys || Pgr) < max D(Py; || Pr)-
D
k:

Lemma 25.1 (Yang-Barron’s bound). Let Nkr,(e;P) be an e-cover of P in v/Dkr. Then

1(Z;J) < inf & +log Nku(&; P)
€

25.4 Fano’s inequality

Let
Q- J ~ Unif({1,2,...,M})
N Z|T=5 ~Py.
Lemma 25.2.
I(Z;J) + log2

infQ(¥(2) #J) 21 - og M

The proof is in Section 15.4 and requires some ideas such as the entropy. This does not
require any restriction on the Py;. This lower bound gives us
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Proposition 25.3. Let {0,... 0™} be 26-separated in the semimetric p. Then

I(Z;J) +log2>

M ((P); ® 0 p) > &(5) (1 S

When using this lower bound, we will find §,, such that

1 I(Z;J)+log2 1
log M 2

Then we will get

So we need to upper bound I(Z;J).
A simple upper bound is given by

1 U 1 U
= MZD(PM I M;PHZ)

i Z (Pgs || Pge)

7.l=1
Where we have used Jensens’s inequality to show that the K-L divergence is convex in the
second argument.
< max D(Fp; || Pye)
-]7

Example 25.2 (Gaussian location family, d > 2). Our model is P = {Py = n(0,0%1,) :
6 € R?}, where ¢ is known. Our semimetric is p(6/,0) = ||§' — 0|2 with ®(¢t) = t2. The
true minimax risk is

~ d
M, = inf sup E[||6 — 0[3] = o —.
b 6

The lower bound by Fano’s method gives

I(Z;J)+log2>

> —
M, > (6) (1 T

max; , D(Py; || Py.) + log 2
>
> 005) (1- el

Our goal is to find the largest &,, M, {#',..., 6™} such that

() (167 —6%]l2 > 26y,
(b)
max; . D(Py; || P,) + log2
log M

l\D\»—\
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Here is our construction: Let ¢, = a\/g and 6, = 1—(1)0<en = 1—(1)00\/%. Let {0',...,0x} be
a maximal 28, packing of B(0,&,) = {0 € R?: 0|2 < &, }.

By a volume argument, we can get upper and lower bounds of M:

log M = dlog <c§"> =c-d.

To upper bound the K-L divergence on top, we have

max D(P}, || Pyy) = nmax D(Pys || P)

) Js

n||¢7 — 6%|3
=npmax ———— =
3.k 202
< ne?
~ 202
=c-d

Our quantities only depend on the ratio between ¢, and §,, so we can adjust the constant
in front of 4, to get the desired upper bound of %

We then get
1 1 1\?
anq>(5n)2:2.< > 2% _ 2%

25.5 Yang-Barron’s method

The bound on I(J;Z) by the max of the K-L divergences is generally only good when we
have a parametric problem. For nonparametric problems, we want to use a better bound.

Lemma 25.3 (Yang-Barron’s bound). Let Nki,(g;P) be an e-cover of P in \/Dky,. Then
I(Z;J) < inf &* + log Nku(&; P)
To apply this bound, we have two steps:
1. Choose ¢, > 0 such that

e > log NkL(en; P).
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2. Choose the largest d,, > 0 such that

log M (8,3 p, Q) > 42 + 2log 2.
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